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Summary

The dissertation is comprised of three self-contained papers all in the �eld of growth

economics. In the �rst two papers, I investigate what role the quality of human capital

plays in accounting for cross-country income di¤erences. In the third paper, I seek to

understand why the Neolithic Revolution occurred earlier in some places than in others.

The grand question in growth economics is why some countries are rich and other

countries are poor. The development accounting literature, a sub�eld of growth accounting,

seeks to answer this question by quantifying how important di¤erences in factors of input,

such as the education of the labour force and physical capital stocks, are to di¤erences

in income. The two �rst papers belong to that literature. Traditionally, the development

accounting literature uses average years of schooling to quantify human capital. However,

the cognitive skills obtained from one year of schooling could be larger in, say, the U.S.

than in Zimbabwe. If this is the case, di¤erences in human capital could be larger than

previously thought. Consequently, di¤erences in human capital could account for a larger

fraction of income di¤erences.

In the �rst two paper, I construct indices for the quality of human capital de�ned as

the cognitive skills obtained from one year of schooling. I then use these estimates to

�nd out whether accounting for di¤erences in the quality of human capital improves our

understanding of income di¤erences across the world.

The �rst paper constructs a cross-country measure of the quality of human capital

using a novel approach based on international test scores data. The �rst main �nding is

that there are large di¤erences in the quality of human capital - one year of schooling in

the U.S. is equivalent to three or more years of schooling in a number of low-income coun-

tries. I incorporate the estimated series for the quality of human capital in an accounting

framework calibrated using evidence on Mincerian returns. This leads to the second im-

portant �nding, which is that the fraction of income di¤erences explained by the model

rise substantially when one includes the quality of human capital; the increase is around

25 percentage points.

The second paper estimates the quality of human capital for 34 developing countries.

Whereas existing studies have derived quality indices based on either student test scores or

immigrant earnings in the U.S. labour market, the second paper takes a novel approach by

estimating human capital quality from national representative household surveys on years

of schooling and literacy. The approach has the signi�cant advantage that quality indices
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fully re�ecting the current labour force can be obtained; in contrast, student test scores

only reliably speak to younger individuals in a population, and the human capital quality

of people who emigrate to the U.S. may not be representative of the source population.

A development accounting analysis of cross-country income di¤erences reveals that the

inclusion of human capital quality doubles the contribution from human capital and lowers

the contribution from TFP by ten percentage points.

The third paper belongs in a literature which seeks to identify the historical roots of

di¤erences in income per capita. Development accounting is a useful tool to understand the

question of why some countries are rich and other countries are poor. However, it leaves

out some important questions. First of all, as shown in the two �rst papers, a large fraction

of income di¤erences remain unexplained. Secondly, it does not answer the question of why

there are di¤erences in the input factors such as physical capital and education. According

to some scholars we need to turn to the historical record to understand fully the long-run

processes generating di¤erences in factors of production and productivity.

A prominent theory in this literature claims that di¤erences in the transition from

hunter-gathering to agriculture (the Neolithic Transition) had important and long-lasting

consequences for economic development. A number of scholars present evidence that num-

ber of years passed since the Neolithic Transition are positively correlated with contempo-

rary as well as historical measures of development. This �nding, however, leads to another

question which is why there are di¤erences in the timing of the Neolithic Transition in the

�rst place. This is the question I seek to answer in the third paper.

In that paper, I �rst document that in most cases the transition was caused by di¤usion

of crops from four di¤erent centers of cereal-based agriculture. Hence, the timing of the

Neolithic Transition was determined by the speed of the spread of these crops. I then

proceed to test two prominent yet, hitherto untested theories that explains the speed of

di¤usion. The �rst is that latitudinal distance is more inhibiting to di¤usion of crops than

is longitudinal distance. The second is that seasonal variation in precipitation is a barrier

to di¤usion of crops. I �nd support for both hypotheses.
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Danish Summary

Afhandlingen består af tre selvstændige papirer. I de første to papirer analyseres betyd-

ningen af kvalitetsforskelle i humankapital for indkomstforskelle på tværs af lande. I det

tredje papir undersøges hvorfor den neolitiske transition fandt sted tidligere i nogle lande

end i andre.

I det første papir konstrueres et indeks for kvaliteten af humankapital på tværs af lande

baseret på data fra internationale tests af skoleelever. Den første hovedkonklusion er, at

der er store forskelle i kvaliteten af humankapital - et års skolegang i USA svarer til tre eller

�ere års skolegang i en række lavindkomstlande. Den anden hovedkonklusion er at disse

forskelle i humankapital har stor betydning for forskelle i indkomst på tværs af verdens

lande. Modellens evne til at forklare indkomstforskelle stiger betragteligt når kvaliteten af

humankapital inkluderes.

Det andet papir har også til formål at konstruere et indeks for kvaliteten af humankap-

ital. Bidraget i dette papir er at benytte data, som er repræsentativt for befolkningen i det

pågældende land til at estimere kvaliteten af humankapital. Tidligere studier har benyttet

sig af to forskellige tilgange til at estimere et mål for humankapitalskvalitet. Ved den første

tilgang benyttes data for internationale tests af skolelever. Ved den anden tilgang benyttes

løndata fra immigranter i USA til at forklare humankapitalskvaliteten i det pågældende

fødeland. Problemet med disse tilgange er, at hverken skoleelever eller emigranter nød-

vendigvis udgør et repræsentativt udsnit af arbejdsstyrken i det land, hvor kvaliteten af

humankapital ønskes estimeret. I dette papir benyttes et repræsentativt mikrodatasæt til

at estimere kvaliteten af humankapital for 34 udviklingslande. Ligesom i det første papir

er hovedkonklusionen at modellens forklaringskraft øges når kvaliteten af humankapital

inkluderes.

I det sidste papir analyseres årsagerne til globale forskelle i timingen af den neoli-

tiske transition. I de �este tilfælde skyldes transitionen spredningen af afgrøder fra andre

områder. Kun i få tilfælde er landbrug opstået uafhængigt. Således bliver hastigheden

hvormed afgrøder spredes fra et sted til et andet en vigtig forklarende faktor for forskelle i

timingen af den neolitiske transition. I papiret testes to fremtrædende teorier vedrørende

spredningshastigheden af landbrug. Den første teori tilsiger at afgrøder spredes hurtigere

langs længdegrader end langs breddegrader. Den anden teori tilsiger at spredningshastighe-

den mindskes ved store forskelle i sæsonvariation i nedbør. Konklusionen er, at begge

teorier understøttes af data.
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Abstract

This paper constructs a cross-country measure of the quality of human capital

using a novel approach based on international test scores data. The first main

finding is that there are large differences in the quality of human capital - one year

of schooling in the U.S. is equivalent to three or more years of schooling in a number

of low-income countries. I incorporate the estimated series for the quality of human

capital in an accounting framework calibrated using evidence on Mincerian returns.

This leads to the second important finding, which is that the fraction of income

differences explained by the model rise substantially when one includes the quality

of human capital; the increase is around 25 percentage points.
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1 Introduction

How important is human capital in determining income per capita? The literature on

development accounting seems to agree that human capital is an important determinant of

income, but that the lion’s share of the gap in income between poor and rich countries is not

attributable to differences in human capital or physical capital endowments1. Instead, the

main cause of the world income differences lies in differences in a residual productivity term

which is unexplained. However, recent work by Manuelli and Seshadri (2006), Hanushek

and Woessmann (2009) and Schoellman (2011) suggest that the role of human capital

may be underappreciated. The central charge is that the literature hitherto has ignored

differences in human capital quality.

In the development accounting literature, the human capital stock is usually computed

using average years of schooling as the only input. This approach implicitly assumes that

one year of schooling in Ghana is equal to one year of schooling in the U.S. If, however,

one year of schooling in high-income countries is more productive relative to one year of

schooling in low-income countries, human capital may be able to account for a larger share

of income differences than previously thought.

In this paper, I estimate differences in the quality of human capital defined as the

increase in cognitive skills obtained from an additional year of schooling. This measure can

be directly incorporated into a development accounting framework. I find that there are

large differences in the quality of human capital across countries. One year of schooling in

the U.S. corresponds to three or even four years of schooling in many developing countries.

Moreover, these quality differences are able to account for a considerable share of the

variation in income across countries. I find that including the quality of human capital

1See e.g. Klenow and Rodriguez-Clare (1997), Hall and Jones (1999), Bils and Klenow (2002) and

Caselli (2005).

8



increases the log-variance of human capital as a fraction of the log-variance of income from

004 to 026.

How is the quality of human capital estimated? I use an international test scores data

set, which has the important feature that the same test was given to two different grades.

This allows me to identify differences in the test scores gradient in years of schooling for

a cross-section of countries. I define this gradient as the quality of years of schooling.

It measures the effectiveness of one year of schooling in country  relative to one year of

schooling in the U.S., which I choose to be the numeraire country. The measure can be seen

as a conversion factor which adjusts years of schooling to be measured in U.S.-equivalent

years of schooling.

This series is then used to evaluate the role of human capital quality in accounting for

income differences. To do this I modify a standard accounting framework to include the

estimated series of human capital quality. More specifically, I generalize the human capital

production function of Bils and Klenow (2002) and calibrate the parameters such that the

model is consistent with micro-evidence on Mincerian returns.

We would like the estimated measure of the quality of human capital to reflect the

quality of an average worker in the labour force. However, the quality of human capital

is estimated based on test scores of students which are not necessarily representative of

the labour force. In particular, the earliest test scores data used in this paper is from

1995. Hence, in principle the estimated quality of human capital only reflects the quality

of younger cohorts.

How could this bias the main results? If test scores have decreased over time, the

cognitive abilities of young workers are low relative to those of the average worker in the

labour force. In this case, the quality of human capital will be underestimated. Hence, if

test scores have decreased over time in low-income countries relative to test scores in high

income countries, the variance of quality of human capital will be biased upwards.
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The evidence presented in this paper suggests that this is not an issue. In particular, I

show that: 1. Differences in test scores over time are considerably smaller than differences

across countries. 2. Changes in test scores over time are not correlated with income per

capita.

A limitation of using test scores data is that it is only available for 65 countries and

most of these are high-income countries. Hence, the sample of countries for which I can

estimate the quality of human capital is not representative of the countries of the world.

To deal with this problem I follow Weil (2007) in extending the data using a number of

variables which are highly correlated to the quality data, and which are available for 174

countries. These variables are used to predict the quality of human capital for the countries

where tests score data is not available. I find the same main conclusion using the small

sample consisting only of countries where the quality of human capital is estimated as I

do using the extended sample.

This paper is related to a string of contributions which seek to quantify the impact of

human capital quality on growth. Within this literature two distinct approaches to the

issue at hand can be identified.

The first approach seeks to identify an aggregate effect of human capital quality. This

effect could go through many channels; some prominent examples are technology adoption

(see e.g. Nelson and Phelps (1966)) and fertility (see e.g. Galor and Weil (2000)). Ex-

amples of papers seeking to estimate the aggregate effect are Hanushek and Kimko (2000)

and Hanushek and Woessmann (2009).

The second approach focuses on identifying the effect running through individual pro-

ductivity. Workers with better cognitive skills accomplish more complicated tasks faster

and hence produce more. This paper belongs to that literature as do the papers of Hen-

dricks (2002), Schoellman (2011) and Caselli (2005).

Hendricks (2002) uses the wages of immigrants in the U.S. to estimate the quality of
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human capital in their country of birth. To do this he compares wages levels of immigrants

holding constant the level of education. His findings are quantitatively very similar to the

standard findings of the literature as seen in e.g. Hall and Jones (1999) and Klenow and

Rodriguez-Clare (1997), that is, human capital accounts for a relatively small fraction of

income differences.

Schoellman (2011) also uses U.S. immigrant data to estimate differences in the quality

of human capital, but he uses a different methodology than Hendricks (2002), and he

reaches a different conclusion. Schoellman (2011) estimates a separate Mincer regression

for each country of origin using the U.S. wage data and interprets the slope estimates as the

quality of education pertaining to the respective countries. He includes these estimates

in a development accounting framework similar to the framework used in the present

paper, and finds that this increases the fraction of income explained by human capital

considerably. Quantitatively, his results are very close to mine.

An issue with using immigrant data to infer the quality of human capital of source

countries is that of selection. It is clear that immigrants are not selected randomly out

of the population of the source country, however, it is unclear how the selection occurs

and what the consequences are for the estimates of the quality of human capital. Another

issue, pointed out by Friedberg (2000), is that education is not perfectly transferable across

borders. Knowledge obtained in foreign countries may be valued less because of specificities

in e.g. norms and institutions in the schooling system. Hence, the Mincerian return for

a Dane in the U.S. might differ from the return of a Dane in Denmark. If such barriers

are relatively higher for migrants coming from developing countries, the variance of the

quality of human capital could be overestimated.

In the test scores data used in this paper, these issues are less likely to be a problem.

The participating students are selected to be representative of the entire student popu-

lation, and around 5000 students are tested in each country. Furthermore, to mitigate
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barriers of language and culture all test questions are back-translated and based on an

international curriculum representative of all participating countries.

Caselli (2005) uses micro-evidence on the wage return to test scores as well as interna-

tional test scores data to account for the effect quality of human capital on development.

He finds that quality differences are relatively unimportant in explaining cross-country

income differences. A drawback with this methodology is that the test scores data used

to estimate the returns and the cross-country data on test scores are not comparable.

They are based on different tests and different samples. Hence, it is very difficult to

directly translate differences in international test scores into differences in productivity

across countries.

The paper proceeds as follows. The next section estimates the quality of human capital.

In section 3, these estimates are used in a development accounting exercise. Section 4

investigates the role of potential biases arising from using the test scores of younger cohorts

to estimate the average quality of human capital. The final section concludes.

2 Estimating the quality of human capital

This section falls in four subsections. The first subsection presents the data, the second

the methodology. The third subsection contains the main estimation results, and the

final subsection expands the estimated human capital quality data to a larger number of

countries.

2.1 The data

Trends in Math and Science Study (TIMSS) is a series of science and math tests conducted

in schools in a number of countries in the years 1995 to 2007 by the International Asso-
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ciation for the Evaluation of Educational Achievement (IEA). In each of the years 1995,

1999, 2003 and 2007, four different tests - a science test in primary school, a math test

in primary school, math test in secondary school and a science test in secondary school

- were administered in an unbalanced panel of countries. In the following, these four

classifications will be denoted as test types.

The tests were assigned to a large number of students in each country (usually over

5000 students per test). Furthermore, great care was taken in constructing the tests so

that they matched an international curriculum, and not just the curriculum of one country

such as the U.S. In 1995, the same test was given to different grades which, as alluded to

above, is invaluable to the identification of the quality of human capital.

In all of the TIMSS programs, each student is given a multiple choice test where the

answers are ranked according to correctness. The grading of the tests is done separately

for each test type, and is based on item response theory (IRT) which is a method used

to convert answers into a test score. This conversion method is designed such that the

resulting test scores are placed on a certain predetermined metric. In TIMSS, it is decided

that the pooled sample of test scores from students of all countries in 1995 should have

a mean of 500 and a standard deviation of 100. A detailed description of the method is

given in Chapter 11 of TIMSS (2007).

Even though different tests were constructed from year to year some of the questions

were repeated, which allows the IEA to temporally link the scaling of test scores such that

all of the scores are placed on the 1995 metric. Thus, test scores are comparable over time.

Table 1 provides an overview of the availability of the data. All of the test scores data

used in this paper are country averages. The maximum number of participating countries

in one type of test is 46 (secondary math test, 2007), and the total number of countries

which participated in at least one test is 65.
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The main source of test scores data is TIMSS (2008). This publication includes all

the data shown in Table 1 with the exception of the data for 3rd and 7th graders from

the 1995 round. TIMSS (1997a,b) includes the data for 3rd and 7th graders, but the test

scores from this publication are placed on a slightly different metric. Fortunately, since

both publications contain data on 4th and 8th graders from the 1995-round, it is possible

to rescale the results for the 3rd and 7th graders from the TIMSS (1997a,b) metric to the

TIMSS (2008) metric. I use linear regression to do this for each of the four test types; the

details are in the appendix.

The final data set consists of 1170 observations of four different test scores from 65

countries from four different years. The correlation between test types is high. In 1995,

the year with the most observations, the average correlation between two test types is 082.

Figure 1 shows the rescaled test scores over time for mathematics tests of 8th graders.
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Figure 1: Log of TIMSS test scores for mathematics in 8th grade
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Notes: The TIMSS test scores have been rescaled to the metric of TIMSS (1997a,b), see the main text for details.

At the high end of the spectrum we find East Asian countries such as Korea, Japan

and Singapore. The Western industrialized countries lie in the middle, while low-income

countries such as Colombia, South Africa and Ghana are amongst the countries with the

lowest test scores.

2.2 The model and the empirical specification

To estimate the quality of human capital I assume that the test score  of test type ,

in country , at grade  and in year  is determined by the following production function:

 =  (× Γ)  (1)
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where  is the quality of years of schooling, and Γ is a vector of parameters. For example,

82003 =  (8× Γ) is the 8th grade math test score of the U.S. in 2003. It

is produced with 8 years of schooling and the quality of U.S. education as input and the

production function parameters are those of the math secondary school test type.

The goal is to use a specific functional form for (1) to estimate  and Γ jointly using

the test scores data. This produces an estimated series for  for the 65 different countries

participating in the TIMSS.

The set of parameters Γ are varying across test types. Thus, in effect, (1) reflects four

different test scores production functions, one for each test type. Since the test scores are

not comparable across test types, that is, one point on the math primary scale does not

correspond to one point of the science secondary scale, we cannot use the same production

function for all test types.

In all four production functions, however, I let the same  enter as input. This is

because we wish to estimate the general level of human capital quality in the country. This

seems like a reasonable assumption given that the test scores are closely correlated across

test types, as was shown above. Furthermore,  is assumed constant over time, since we

wish to estimate the overall quality of human capital ignoring idiosyncratic changes in test

scores over shorter periods. As will be evident in the robustness section, this assumption

appears to be plausible since the variation of test scores over time is substantially smaller

than the variation across countries.

(1) assumes that there are no differences in the quality of human capital evaluated at

zero years of schooling. Such differences could be captured by adding a country-specific

constant term to (1). Differences in e.g. parental education or health could generate

cross-country variation in the cognitive ability measured at zero years of schooling. Un-

fortunately, given that we only have data for two years of schooling within each test type,

it is not possible to add a constant term capturing such effects. Furthermore, to estimate
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the quality of human capital at zero years of schooling one would have to include cognitive

tests of persons who did not go to school, and such data is difficult to find for a large

cross-section of countries.

Which functional form should we choose for (1)? Since the physical capacities of the

brain places an upper bar on the stock of knowledge which can be accumulated, it seems

plausible that the test scores production function exhibits decreasing returns. Hence, I

will use the following functional form which potentially satisfies this assumption:

 =  (× )
 , (2)

where  and  are a production function parameters, which, as noted, are allowed to

vary across test types. If  is estimated to be below one, (2) exhibits decreasing returns

to the input × .

I estimate (2) using the following empirical specification:2

ln = ln + 

"
ln +

65X
=1

 ln 

#
+  (3)

where  is a country dummy which is one if  = , and  is an error term. (3)

is estimated using non-linear least squares. Even though the number of participating

countries is 65 and each country potentially could have had up to 18 different test scores,

the total number of observations is only 544 since some of countries participated in only

one or two years.

2(2) could also be estimated using OLS as:

ln = ln +  ln +

65X
=1

 + 

where  =  ln . The estimates of  could then be inferred from the estimates of  and . However,

this method would not give us the standard deviations of the estimated ’s directly as estimation output.
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Note, that it is only possible to estimate (3) since we have test scores data for the same

test type at different grades. If we only had data for one year there would be no variation

in . In this case, since   and  are parameters, there would be no variation in the

right-hand side of (3).

To identify  and the ’s separately it is necessary to fix one of the ’s. I choose to set

the  of U.S. to one ( ≡ 1). Thus,  acts as a numeraire allowing us to interpret 1
as the years of education it takes for the average student in country  to learn as much as

the average student in the U.S. learns in one year. ×  is then denoted quality-adjusted

years of schooling or U.S.-equivalent years of schooling. The multiplication sign is included

to underline that  ×  is the product of two separate variables, but will be suppressed

from now on as will the index .

2.3 Results

Estimating (3) results in a data set of ’s spanning 65 countries. The estimated ’s and

their standard errors are shown in the appendix. The mean standard error of the estimated

’s is 004 and it does not exceed 007 for any one country. Table 2 shows the estimated

parameters for the test scores production functions.
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The standard errors of all parameters are low compared to the point estimates. Fur-

thermore, the estimated  and  are relatively constant over test types.  is around

05 and significantly different from 1 for all test types. This confirms our prior that the

returns to test scores are decreasing in inputs.

Figure 2 below shows a scatter plot of log GDP per worker and the quality of human

capital for the 41 countries for which both data series were available.

Figure 2: Log of GDP per worker in 2007 and quality of human capital.
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The figure shows that  varies considerably across countries going as low as 0.25-0.30 in

Yemen and Ghana. In a country where  = 05 the average student achieves in two years

of schooling what the average student in the U.S. achieves in one year. There is a strong
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positive relationship between  and log income per worker. Regressing on log income on 

yields a slope of 174 with an 2 of 025.

An interesting finding is that for many Eastern Asian countries the quality of human

capital is relatively high compared to the level of GDP per capita. The  of e.g. Singapore,

Japan, South Korea and Japan is around 1.2 implying that one year of schooling generates

20% more knowledge as in the U.S.

Another interesting group of outliers consists of the oil-producing countries Saudi Ara-

bia, Qatar, Kuwait and Oman. They all have relatively a high GDP per worker but a low

quality of human capital.

2.4 Extending the data set of quality-adjusted years of schooling

The data set created in the previous section consists of only 65 countries with an over-

representation of high-income countries. Therefore, this section extends the sample of ’s.

The method used to do so is taken from Weil (2007).

First, the quality of education estimated in the previous section is regressed on a set

of variables. Second, the predicted values from this regression are then used as ’s for 107

countries which do not have estimated data for .

I use the following three variables which are strongly correlated to the quality of human

capital: GDP per worker (in 2007, from Penn World Table 7.0), average years of schooling

(in 2005, from Barro and Lee (2010), and the population density (population per 100 m2

in 2000, extracted online from UNdata3). I also include region dummies4.

Regressing the estimated  on these variables for the 56 countries for which all data

is available yields an 2 of 0.87. The details of the regression are shown in the appendix.

3http://data.un.org/
4I use the region dummies provided by Barro and Lee (2010).
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Figure 3 plots the actual values against the predicted values. It shows that the regression

line provides a reasonable fit, also in the case of countries with lower .

Figure 3: Predicted and actual values of quality of schooling.
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regressing actual values on a number of proxy variables. See the main text for more details.

The above regression results are now used to predict ’s for 74 countries resulting in a

data set containing  for 139 countries shown in Table A1 in the appendix. Figure 4 plots

log income per worker against  for the full data set.

21



Figure 4: Log of GDP per worker, 2007 and quality of years of schooling -

full sample.
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As in Figure 2, there is a strong positive relationship between log GDP per worker and

 and a lot of dispersion in the quality of human capital. For countries with a  below 025

(the  of Yemen), data is extrapolated and should only be used for further analysis with

caution5. As is evident from the figure this is the case for quite a lot of developing countries.

Hence, all decomposition results below are shown for both the sample of extrapolated ’s

and the baseline sample of estimated ’s. The main results are similar for the two samples.

5For Mali and Nigeria the imputed  was slightly below zero. For both countries, I replace  by zero.
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3 Quality-Adjusted Years of Schooling and World In-

come Differences

The estimated differences in the quality of human capital across countries of the world are

substantial. However, can they account for the large income differences observed? To an-

swer this question we need to incorporate the quality measure in a development accounting

framework. I rely on the standard framework used by e.g. Klenow and Rodriguez-Clare

(1997), Hall and Jones (1999), Bils and Klenow (2002) and Caselli (2005).

The first step is to generate human-capital stocks. I generate two series, one which

is based on the assumption that there are no differences in the quality of human capital.

This series is based entirely on average years of schooling and thus follows the usual

methodology from the literature. The second series is computed incorporating the quality

data estimated above.

The second step is to use the two series in an accounting framework. I use two tools

which are commonplace in the literature of development accounting. The first is decompo-

sition of the log-variance of income; the second is decomposition of differences in income

percentiles. Using either of these tools gives the same result which is that incorporating

differences in the quality of human capital substantially increases the fraction of income

differences explained by the model.

3.1 Construction of human-capital stocks

To generate human capital stocks I follow Schoellman (2011) who generalize the framework

of Bils and Klenow (2002) to include quality of human capital. The backbone of the model
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is the Cobb-Douglas production function6:

 = 1− (4)

where  is output per worker,  is total-factor productivity,  is physical capital per worker,

and  is human capital per worker. To use (4) to account for differences in output we need

data for ,  and .  is computed as a residual under the assumption that  = 13. For

 and  I use data from 2008 from PWT 7.07. The computation of the cross-country series

for  proceeds as follows.

I assume that the human capital production function is:

 = () (5)

where  is years of schooling,  is quality of human capital, and  ( ) is given by

 ( ) =


1− 
()

1−
 (6)

For  = 1 this collapses into the production function used by Bils and Klenow (2002).

Data for  is taken from Barro and Lee (2010) and data for  is taken from above. I

calibrate  and  using evidence on the return of log wages to years of schooling. The

basic methodology is similar to that of Bils and Klenow (2002) and Schoellman (2011).

The standard reference for data on Mincerian returns is Psacharopoulos (1994) who

surveys a list of micro studies. In this data, the returns to years of schooling is consistently

higher for developing countries. However, a newer survey from Banerjee and Duflo (2005)

6This analysis does not take into account the effect of human capital on income levels through ex-

ternalities as e.g. technology. Altough such effects potentially could be important, there is no relliable

estimates of the magnitude of such effects, so they are left out of the analysis.
7 is computed by using the perpetual inventory method described in Caselli (2005).
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concludes that, on average, the return to years of schooling is around 01 for both devel-

oping and developed economies. Hence, I assume that the return to years of schooling is

constant at 01.

To calibrate  and  first assume that markets are competitive implying that the wage

of the individual worker is given by his human capital times the return on human capital

in the country. Hence, the Mincerian returns  are given by

 =
 ln


= −1− (7)

Now insert  = 01 take logs and rearrange to obtain:

ln  =
ln  − ln 01


+
1− 


ln  (8)

Estimates of  and  can be backed out from the estimated constant term and slope one

gets from regressing ln  on ln . To do this, I take data for  from above and data for

 from Barro and Lee (2010). I use the sample of 65 estimated ’s, however, using the

extended sample of ’s does change not calibration results markedly. 58 of these countries

have data for . For this sample I regress ln  on ln  yielding an estimated constant and

slope of 236 and 051, respectively. The corresponding standard errors are 0027 and

0062 respectively, and 2 is 055. Backing out the implied parameters of the human

capital production function yields  = 066 and  = 048.

With these calibrated values for  and  we can use (8) to compute a series for quality-

adjusted human capital. As a benchmark, I also computed a human capital series under

the assumption that  = 1, implying that  = 01. Figure 5 below plots the two different

measures of human capital against each other.
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Figure 5: Human capital as estimated in the literature vs. human capital

adjusted for quality differences.
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Notes: Both measures are relative to human capital in the U.S. See the main text to get a description of

how the human capital variables are constructed.

In the figure, I have normalized the human capital measures such that U.S. human

capital is equal to one. The figure also shows a 45 line. Accounting for the quality

differences increases the variance of human capital. Human capital computed using only

years of schooling varies from 0.4 to around 1 - a factor 2.5. Quality-adjusted human

capital varies from around 0.1 to 1.2 - a factor 12.
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3.2 Accounting results

How large a share of income differences can the generated human capital stocks account

for? To find out first take logs and variance of (4) yielding

 [ln ] =  [ln] +  [ln] + 2 [ln ln] , (9)

where  = 1− is GDP per capita predicted by the pure input-factors model. This

formulae forms the basis of the variance decomposition exercise found in e.g. Caselli

(2005)8. With data for ,  and ,  can be computed as a residual using (4). Hence, we

have all the data needed to compute the terms in (9).

An alternative way to evaluate the role of various factors in explaining income differ-

ences is to compare income ratios at different percentiles. Define  as the  percentile of

 . For instance, 9010 is the ratio of income at the 90 percentile to income at the 10 per-

centile. (9010)  (9010) and (9010)  (9010) measure, respectively, the fraction of

the income ratio explained by human capital alone and the fraction of the income ratio

explained by the model.

Table 3 below shows the results of the decomposition of log-variance of income and

income ratios.

8Another way to decompose income differences, based on Hall and Jones (1999) and Klenow and

Rodriguez-Claire (1997), is to write (4) in terms of capital-output ratio instead of capital-labour ratio.

This tends to put more weight on human capital differences and less weight on physical capital differences.

Hence, the increase in the fraction income differences explained by the model is even larger. See the

appendix for results.
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The two first columns show the results for the small sample consisting only of countries

for which estimated ’s are available. Columns 3 and 4 show the results for the extended

sample consisting of countries for which  is either estimated or imputed. Columns 1 and

3 show the results for the model where there are no differences in , whereas columns 2

and 4 show the results for the model where differences in  are taken into account.

First of all, the table confirms what Figure 5 illustrated: accounting for quality dif-

ferences increases the variance of human capital. Moreover, this increase appears to be

substantial. For both samples  (ln)  (ln ) increases substantially when the quality

of human capital is taken into account. In the full sample, this figure increases from 004

to 026. Schoellman (2011) who uses immigrant wage data to compute quality-adjusted
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human capital finds that  (ln)  (ln ) = 026, a number which is identical to mine.

Although he uses a different methodology and different data to estimate the quality of

human capital, he reaches the same conclusion as this paper.

Turning to the fifth row,  (ln)  (ln ), which is Caselli’s (2005) preferred mea-

sure of model success, increases substantially when human capital quality is included. For

both samples  (ln)  (ln ) increases from around 24% to 47%9.

Another thing to note from this row is that, in the baseline model with no differences

in the quality of human capital,  (ln)  (ln ) = 024 This is substantially smaller

than the 039 reported by Caselli (2005). Since the model and method of decomposition

are the same, these differences can be attributed to the differences in the data used10. To

check that the choice of data does not make a difference to the main results I redid the

calibration and variance decomposition using Caselli’s (2005) data set. Using this data

does not change the main conclusion. The results are given in the appendix.

As shown in the sixth row, adding a covariance term increases the fraction of income

differences explained by both models substantially. However, the main result that the

quality of human capital explains a large share of income differences holds through.

Using income ratios as done in the bottom 5 rows produces similar conclusions as those

obtained by looking at variance decomposition. For both samples, the fraction of income

differences explained by the model increases substantially when the quality of human

capital is included.

For the large sample, (9010)  (9010) is equal to, respectively, 007 and 023 in the

model without and with differences in the quality of human capital. Hence, my finding for

9Unfortunately, it is not possible to compare these numbers to the findings of Schoellman (2011) since

he does not report results involving income predicted by the model .
10Caselli (2005) uses earlier versions of Penn World Table and the Barro-Lee years of schooling data.

He also uses data from an earlier year (1995) and the sample is different. Although the precise reasons for

this reduction in the fraction of the variance explained by the baseline model are interesting, it is beyond

the scope of this paper to investigate this matter further.
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the model with no differences in human capital matches exactly those of Hall and Jones

(1999) who also find that (9010)  (9010) = 007. As for the model where quality

differences are accounted for, my findings are again very close to those of Schoellman

(2011) who finds that (9010)  (9010) = 021.

To sum up the main findings, accounting for quality differences seems to increase the

explanatory power of the model substantially. This conclusion holds through for different

samples and different methods of decomposition.

4 Trends in test scores and representativeness of stu-

dents

As noted above, I use student test scores from 1995 and later to infer the quality of human

capital of the entire labour force in 2007. However, the cognitive abilities of older cohorts

could differ from those of younger cohorts. If, for instance, test scores have increased over

time, the quality of human capital will be underestimated.

If, for instance, test scores historically have increased faster in poor countries than in

rich countries, the estimated differences in human capital quality across the world may

be underestimated. Accordingly, in this case the accounting results should be viewed

as lower bound estimates of the contribution from human capital quality. Of course, if

quality has risen faster in ex ante rich countries, human capital quality differences may be

overestimated.

As another example, suppose human capital quality has risen worldwide at a fairly

uniform speed. Then human capital quality may be overestimated in richer countries

where the population is more mature.
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Hence, it is useful to examine whether test scores tend to change over time, and, if

so, at a differential speed in rich and poor countries. The following empirical evidence

suggests that: 1. The variation in test scores over time is low relative to the variation

across countries. 2. Changes in test scores over time are not systematically related to

income per capita.

To show the first point I focus on test scores of 8th graders since these are available for

most countries and most years. I first compute the average math and science test score

for the 8th grade. To find the across-time standard deviation I then compute, for each

country, the standard deviation of the test score in 1995 and 2007. The average across-

time standard deviation across the 19 countries where data is available is 11. To find

the cross-country standard deviation, I first compute the average test score over the years

from 1995-2007 ignoring missing observations. The standard deviation of the average test

scores across the 62 countries which have at least one observation from 1995-2008 is 61.

The standard deviation across the 19 countries which has data for both 1995 and 2007

is 48. It is clear that although the test scores are not completely constant over time the

cross-country variation dwarfs the cross-time variation.

To show the second point I look at the change in the average math and science test

score for the 8th grade from 1995 to 2007. Figure 1 below plots this change against GDP

per capita in 2007.
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Figure 6: Log GDP per worker and change in test scores.

AUS

COL

CYP

CZE

GBR
HKG

HUN
IRN

ISR

JPN

KOR

LTU

NOR

RUS

SGP

SWE

THA

USA

-5
0

0
5

0
C

ha
ng

e
 in

 8
th

 g
ra

d
e

 te
st

 s
co

re
, 

19
9

5-
20

08

9 10 11 12
Log of GDP per worker

Notes: The 8th grade test scores is computed as the average between a math test score and a science test score. The change

measured in absolute terms, that is, in points on a scale from 100 to 500.

The slope coefficient is -4.87 and has a t-value of -0.47. Thus, it does not seem that

the change in test scores over time is correlated to the level of economic development.

If anything, the correlation is negative. In this case, we would expect the quality of

human capital to be overestimated in low-income countries, which implies that the analysis

above underestimates the importance of human capital quality in accounting for income

differences. But the evidence presented in this section suggests that the biases resulting

from using students of recent cohorts to infer the average quality of human capital of the

labour force should be relatively small and not change the main findings.
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5 Conclusion

With a few exceptions, the development accounting literature has so far implicitly assumed

that education is equally effective across countries. That is, one year of education in the

U.S. correspond to one year of education in Ghana. This paper challenges this assumption.

I use test scores data to estimate the differences in human capital quality, and find

that there are large differences in the quality of education throughout the world. In many

developing countries the average student needs two years of schooling or more to gain

knowledge corresponding to what the average student in the U.S. learns in one year.

Including the quality of human capital in a development accounting exercise increases

the fraction of the variance of income explained by the model by around 0.25. The fraction

of income differences explained by human capital alone is around 026, which is very close

to the findings of Schoellman (2011), who uses immigrant data to estimate the quality of

human capital.

While the methodology used produces a measure of the overall quality of human capital

across countries it has one limitation. It does not illuminate the fundamental causes of

quality differences. Future work should concentrate on quantifying the relative importance

of parental input, teacher quality, health etc. in explaining cross-country differences in the

quality of human capital.
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Appendix

A Rescaling of Test Scores

First, four separate linear regressions are run, one for each test type, with the TIMSS

(1997a,b) version of the 1995 test scores as left-hand side variables and the TIMSS (2008)

version of the 1995 test scores as right-hand side variables:

 9795 =  + 
08
95 +  (10)

where  =   ,  indexes test types and  indexes countries. In all four

regressions, the correlation is strong with 2’s in the range of 085− 093. The next step
is to use the regression results to convert the TIMSS (2008) version of the test scores from

1999, 2003 and 2007 into the scale of TIMSS (1997a,b). This is done by replacing the

TIMSS (2008) values of test scores from 1999, 2003 and 2007 with the predicted values

from the regressions, i.e.

̂ 97 = ̂ + ̂
08
 (11)
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B Table of the Quality of Human Capital for a Cross

Section of Countries
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C Regression output for sample extension

D Robustness to choice of data

A surprising result found in Table 3 of the main section is that the baseline model without

differences in the quality of human capital is only able to account for a fraction 0.23 of

income differences. This number is considerably higher in the literature e.g. in Caselli

(2005) who gets 04. Given that the Barro-Lee data set as well as the Penn World Table

data has been revised several times it is perhaps not so surprising that differences occur.

However, it does leave us with the question of whether the main results are robust to using

an earlier version of the data.
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To show that the main results are not affected by the choice of data I redo the construc-

tion of human capital stocks and the development accounting using Caselli’s (2005) data

for years of schooling, GDP per capita and the capital stock. The accounting results are

shown in Table D below. The table shows that the main results persist. For both samples

the explanatory power increases considerably when human capital quality is added to the

model.
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E Robustness to method of decomposition

In this appendix, I show that qualitatively the main results persist if one uses the alterna-

tive method of decomposition based on Hall and Jones (1999) and Klenow and Rodriguez-

Clare (1997). In this case, the per capita production function is written in terms of the

capital-output ratio instead of the capital-labour ratio.

The main reason for doing this is that in a neoclassical growth model, larger TFP or

more human capital per worker increases the capital labour ratio in steady state. Hence,

differences in TFP or human capital might be wrongly attributed to differences in capital

per worker. To deal with this issue we can write GDP per capita in terms of the capital-

output ratio, which is unaffected by changes in TFP in a neoclassical growth model.

In order to do this, first rewrite (4) to get

 = 
1

1−

µ




¶ 
1−

 (12)

In this case, I define  ≡ ()(1−)  to be the contribution from input factors and

 ≡ 
1

1− to be the contribution from TFP. To decompose the variance take logs and

variance to get:

 [ln ] =  [ln] +  [ln ] + 2 [ln ln ] (13)

This yields an expression identical to (9) with  replacing .

The results of the variance decomposition based on (13) are shown below. Table D

shows that the results are robust. For both samples the explanatory power increases con-

siderably when human capital quality is added to the model.
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Chapter 2: Literacy and the Quality of Human

Capital in Developing Countries∗

Nicolai Kaarsen†

September 2011.

Abstract

This paper estimates the quality of human capital for 34 developing countries.

Whereas existing studies have derived quality indices based on either student test

scores or immigrant earnings in the U.S. labour market, the present study takes a

novel approach by estimating human capital quality from national representative

household surveys on years of schooling and literacy. The approach has the signif-

icant advantage that quality indices fully reflecting the current labour force can be

obtained; in contrast, student test scores only reliably speak to younger individu-

als in a population, and the human capital quality of people who emigrate to the

U.S. may not be representative of the source population. A development accounting

analysis of cross-country income differences reveals that the inclusion of human cap-

ital quality doubles the contribution from human capital and lowers the contribution

from TFP by ten percentage points.

∗I would like to thank Carl-Johan Dalgaard for helpful comments and suggestions.
†Contact: University of Copenhagen, Øster Farimagsgade 5B, Building 26, DK-1353 Copenhagen K,

Denmark. Nicolai.kaarsen@econ.ku.dk.
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1 Introduction

What are the causes of the large differences in income per capita across countries? The lit-

erature of development accounting seeks to answer this question. It does so by quantifying

the relative importance of a number of proximate factors, such as physical capital and hu-

man capital. Hall and Jones (1999) and Caselli (2005) find that these input factors account

for some 40% of the cross-country variation in income; the rest remains unexplained.

The present paper investigates what role differences in human capital plays in ac-

counting for income differences. The standard metholology in the development accounting

literature uses years of schooling along with micro estimates of the effect of schooling on

individual productivity. However, a number of scholars have argued that the time spent

in the education system does not fully capture the differences in cognitive abilities across

countries (e.g. Hanushek and Kimko (2000), Hendricks (2002), Hanushek and Zhang

(2009), Manuelli and Seshadri (2006, 2009), Schoellmann (2011)). The main critique is

that years of schooling is only one of many input factors in the formation of productive

cognitive skills. Other inputs, such as school and teacher quality or health, are unac-

counted for. As a results, the role of human capital in accounting for income differences

may be understated.

In the present paper, I seek to estimate the differences in the quality of human capital,

defined as the cognitive ability at a given level of education. I set up a framework to

estimate this variable for a sample of 34 developing countries. I find that there are large

differences in the quality of human capital across this sample of countries. One year of

schooling in several of the more developed economies corresponds to three or four years

of schooling in the group of countries with lowest schooling quality. Furthermore, I in-

corporate these differences into a development accounting framework and find that the

log-variance of human capital stocks doubles compared to the benchmark model with no
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differences in the quality of education. In my baseline sample, the fraction of income

explained by the model increases from 0.34 to 0.44.

To estimate the quality of human capital I compile a cross-country micro data set of

literacy and years of schooling consisting of 652945 representative household members. I

then estimate the quality of human capital as the literacy gradient in years of schooling;

intuitively, human capital quality is lower in places where fewer individuals manage to

become literacy for years of schooling given.

The quality of human capital can affect development through several channels. It can

affect the individual labour productivity directly by making workers faster and better at

performing tasks, or it may affect economic development through aggregate channels such

as fertility and technology adoption1. I contribute to an emerging literature focusing on

accounting for the effect running through individual productivity. Other papers in this

literature are: Hendricks (2002), Schoellman (2011), Kaarsen (2011) and Gollin, Lagakos

and Waugh (2011).

Compared to Hendricks (2002), Schoellman (2011) and Kaarsen (2011) the value added

of the present paper is that the sample used is representative of the labour force of the

country in question. In the three papers in the literature, the data used to infer the quality

of human capital is not necessarily representative and hence the quality estimates could

be biased.2

Hendricks (2002) and Schoellman (2011) use immigrant wage data from the U.S. to

estimate differences in the quality of education across source countries. A main problem

with this is that immigrants are not randomly selected from the source country and thus

1Important papers seeking to identify the aggregate impact from human capital quality are Hanushek

and Kimko (2000) and Hanushek and Woessmann (2009).
2Hanushek and Zhang use representative survey data on schooling and literacy test scores to estimate

the quality of schooling for a sample of 13 OECD countries. However, the goal of this paper is not to

account for income differences, but to estimate quality-adjusted Mincerian returns and compare them to

existing returns.
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not representative of the labour force. If the human capital quality of immigrants differs

from that of the average worker the results could be biased. Another issue is that human

capital is not necessarily perfectly transferable across nation borders3. This implies that

the returns to schooling will be lower for an immigrant in the U.S. than in the source

country, which could bias the results.

Kaarsen (2011) uses student test scores to estimate the quality of education across

countries. In this case, the issue is that the test scores data is of a recent date and thus

not informative of the cognitive abilities of older cohorts in the labour force who went to

school in the period prior to the years where the tests were administered. If the quality of

education has changed over time the quality of human capital will differ between younger

and older cohorts and the estimates will be biased.

Much like the present study, Gollin, Lagakos and Waugh (2011) use literacy rates to

obtain estimates of the quality of human capital in developing countries. In this sense,

their approach is very close to mine. However, they use a different methodology and, more

importantly, concentrate on explaining the cross-sectoral differences within countries.

How do the results of the present paper compare to those of the existing literature?

Hendricks (2002) finds that, compared to existing studies where human capital is con-

structed using only years of schooling, accounting for the quality of human capital does

not increase the fraction of income explained by the model. This contrasts the findings of

Schoellman (2011) and Kaarsen (2011). In both papers, the ratio of the log-variance of

human capital to the log-variance of income is around 025; a large number compared to

the around 005 which is usually found in models which do not incorporate the quality of

human capital.

In the present paper, the ratio of log-variance of human capital to log-variance of income

is 015 when quality differences are taken into account. Hence, the results are close to

3A point made by Friedberg (2000)
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those of Schoellman (2011) and Kaarsen (2011), although, quantitatively, the contribution

of human capital quality is smaller in the present paper. A possible explanation for this

deviation is that both papers in the literature use a different sample than the one used in

this paper.

The paper proceeds as follows. The next section estimates the quality of human capital.

In the third section, I incorporate these estimates in a development accounting framework.

The fourth section estimates the quality of human capital for different cohorts to gauge

the change in quality over time. The final section concludes.

2 Estimating the quality of human capital

2.1 Data

I estimate the cross-country differences in the quality of human capital using data on

literacy and years of schooling. For this purpose, I compile a micro data set from Multiple

Indicator Cluster Survey (MICS) data sets for 34 developing countries. MICS is a series of

surveys conducted by the United Nations Children’s Fund to investigate health, education

and other environmental and social indicators in developing countries. The participating

households are selected to represent the population of the country in question.

MICS uses three different questionnaires: one for all household members, one for women

and one for children under five years. I use the household data set since this reflects the

working-age population in each country. I also choose to use the second round of MICS

since this has data for literacy and the level of educational attainment. This round of

surveys was carried out in 2000.
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The country data sets are available on www.childinfo.org. I merge these to get a

final data set of 1394461 household members. I define the working-age population to be

individuals between 16 and 65 years old. This narrows the sample down by around 50%

to 717596 observations. Around 9% of these have missing data for either literacy or years

of schooling and are also removed. The remaining 652945 observations comprise my main

sample.

The data consists of a number of variables of which I only use the ones pertaining to

years of education, age and literacy. I construct years of schooling using data on the level

of schooling attended (primary, secondary, higher etc.), and the number of years completed

on that level. The appendix compares the average years of schooling across countries to

the same variable constructed by Barro and Lee (2010). I find that the two measures are

closely correlated.

Literacy is determined by a question about the household member’s ability to read a

letter or newspaper. There are three different response options, "does not read at all",

"reads with difficulty" and "reads easily". The interpretation of the "reads with difficulty"

category could differ from country to country. To avoid this issue I choose to combine

"reads with difficulty" and "reads easily" into one category denoted "reads".

Table 1 provides descriptive statistics for each country. The number of observations

included in the first column are the number of individuals in my base sample. The second

column shows the average number of completed years of schooling. This figure varies

substantially between the countries in the sample from 2.2 years in Senegal to over 11

years in Azerbaijan. The third column shows the fraction of persons who can read. Again

the variability across countries is high. For some countries the fraction who can read is as

low as around 30% and for others it is close to 100%.
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The final column reports the fraction of individuals who completed less than six years

of schooling. Almost all household members who completed sixth grade or above have

achieved literacy4. For these individuals there is not enough variation in literacy to es-

timate differences in the quality of human capital. For some countries the fraction of

individuals who completed less than sixth grade is very low. In these cases, the estimated

quality of human capital is only based on a small fraction of the labour force. However,

for many countries a high fraction of individuals have completed less than sixth grade,

and we can expect the estimated quality of human capital to be a more precise indicator

of the quality of the labour force. Furthermore, Section 3 shows that excluding countries

where a low fraction of individuals completed less than sixth grade from the analysis does

not change the main conclusions of this paper.

2.2 Estimating the Quality of Human Capital

This subsection estimates the quality of human capital. The literacy measure  of in-

dividual  in country  takes on the discrete values 0 and 1 corresponding to "does not

read" and "reads", respectively. Assume that this is a function of an unobserved index,

 measuring cognitive abilities. Specifically, when  surpasses the threshold ,  = 1

Hence,  is given by:

 =

⎧⎪⎨⎪⎩ 0    

1    
(1)

4The literacy rate for those who completed any grade beyond the fifth is 96%. For the group who

completed any grade beyond the fifth the litaracy rate is 99%.
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Assume furthermore that cognitive abilities  depend on years of schooling  and quality

of schooling :

 = +  + , (2)

where  is an individual-specific error term. (1) and (2) lead to the following limited

dependent variable specification:

 ( = 1|) =  (+ ) (3)

This equation can be estimated using logit or probit depending on the assumed func-

tional form of  (). In the baseline case, I use logit although using probit yields very

similar results, as is shown in the appendix5.

To give an intuitive feel of how the estimation procedure works Figure 1 below shows a

plot of literacy by grade for Togo and Niger. In both countries a high fraction of workers

completed only sixth grade or less. The average completed years of schooling is 3.2 in Togo

versus 2.3 in Niger. The figure shows that for a given grade there are large differences in

the literacy rate obtained. At zero years of schooling the literacy rate is virtually zero in

both countries. However, the rate of increase in literacy is much faster in Togo. At second

grade 60% of the workers in Togo have achieved literacy. Meanwhile, it takes four years

of schooling in Niger to obtain the same level of literacy. The estimated quality of human

capital measures the speed at which literacy increases with years of schooling.

5The pseudo-R2 is a little higher in the case of the logit estimation, which is why I use this as baseline.
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Figure 1: Literacy rate and completed years of schooling for Togo and Niger
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Notes: See the section 2 for data source.

The figure also shows that individuals who completed 6th grade and above achieve

close to 100% literacy. In this case, we cannot use literacy rates to infer differences in

cognitive abilities. Hence, in estimating (3) I follow Gollin, Lagakos and Waugh (2011) in

excluding individuals who completed sixth grade or above.

Using logit to estimate (3) results in a series of estimated ’s for the 34 countries. Table

2 shows the estimated ’s and the standard errors both normalized such that the average

 is 1.
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The quality of human capital varies considerably from country to country. In the low

end of the spectrum lies several Sub-Saharan African countries with a  of around 05.

Compared to these countries the  of Bolivia, Lao and Vietnam are around three times as

high. Venezuela has the highest quality of human capital with a  of 2.5. The standard

errors of the estimated ’s seem fairly small compared to the point estimates and compared

to the variation across countries.

Figure 2 plots log of GDP per worker in 2000 taken from PennWorld Table v 7.0 versus

log of the quality of human capital.

Figure 2: GDP per worker and quality of human capital
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The relationship between income and quality is significant and positive6. However, the

correlation is far from perfect. Some countries, such as Suriname, Equatorial Guinea, Iraq

and Swaziland have a quality of human capital which is lower than predicted by log income

per worker. Interestingly, these countries all have a high dependence on natural resources.

Another group of countries with a low quality of human capital relative to income are

former socialist countries such as Bosnia and Hercegovina, Azerbaijan and Albania.

Excluding workers with secondary education or higher underlines a potential problem

with the estimation procedure: We only estimate the quality of human capital of indi-

viduals who completed less than six years of schooling. This estimate is used to infer the

quality of human capital of the average worker. This is problematic if the  of workers who

studied more than five years is different than the  of the average worker. In particular, if

high-ability individuals study more years the estimate of  will be biased downwards. This

is more likely to be a problem in high-income countries where a low fraction of individuals

complete less than six years of schooling. In this case, the bias would work against the

main result that quality differences are large.

However, to make sure that selection is not an issue to the main results, I redo the

accounting exercise below using different samples of countries. In particular, I exclude

countries where the fraction of the population who completed fifth grade is below a certain

threshold. This should reduce a potential bias since the remaining countries have a more

precise estimates of . I experiment with different values for this threshold and find that

the main results persist. In all cases, the variance of human capital increases considerably

once the quality of human capital is taken into account.

6Venezuela appears to be an outlier. The relationship is still significant at a 10% level when this

country is excluded.
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3 Income and the Quality of Human Capital

It seems that there are non-negligible differences in the quality of human capital. However,

do these quality differences translate into larger differences in human capital? To find

out this section constructs quality-adjusted human capital stocks and compares them to

benchmark human capital stocks computed using only years of schooling as an input. I

find that including the quality of education significantly increases the variance of human

capital. Moreover, the fraction of income differences accounted for by the model increases.

3.1 Quality-Adjusted Human Capital Stocks

The approach used in this section is a generalization of the standard framework used in

Bils and Klenow (2002). Assume that income per capita  is given by a Cobb-Douglas

production function:

 = 

 

1−
  (4)

where  is technology,  is physical capital per worker and  is human capital per worker

given by:

 = () (5)

I take the human capital production function  ( ) from Schoellman (2011):

 ( ) =


1− 
()

1−
 (6)

This is a generalization of the production function used in Bils and Klenow (2002). To

construct human capital stocks we need to calibrate  and . I calibrate these parameters

using evidence on Mincerian returns. The most common reference for Mincerian returns in
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the literature on development accounting is Psacharopoulos (1993). He surveys the micro

literature on returns to years of schooling and finds that the returns are relatively higher

in low-income countries. However, in a newer survey, Banerjee and Duflo (2005) find that,

on average, Mincerian returns are around 0.1 for developing as well as developed countries.

This is the number I use to calibrate (6).

The Mincerian returns are defined as the marginal product of log wages with respect to

years of schooling. Assuming a competitive labour market implies that for the individual

worker the wage is proportional to his human capital. Hence, Mincerians returns are:

 =
 ln


= 

−
 

1−
 . (7)

We wish to calibrate  and  such that the Mincerian returns predicted by the model

deviates as little as possible from 01. A way to do this is to insert  = 01 into (7)

and estimate  and  using nonlinear least squares (NLS). The NLS procedure chooses 

and  such that the sum of the squared deviations between 01 and 
−
 

1−
 is minimized.

Doing so yields  = 056 and  = 0237. The corresponding standard errors are 0068 and

0027, respectively.

With data for  and  and with  and  calibrated a series for quality-adjusted human

capital can be computed using (5) and (6). I also compute an alternative measure of

human capital using the standard assumption that there are no differences in the quality

of education. This series is computed using  = 01. Figure 3 below plots the two

7Bils and Klenow (2002) uses a very similar approach. Setting  = 1 in (7) yields the expression for

Mincerian returns used by Bils and Klenow (2002). They calibrate the elasticity parameter by regressing

ln on ln  and backing out  from the estimated slope. This amounts to picking the  which

minimizes the sum of squares of ln − ln
³

−


´
 which is log of Mincerian returns obtained in the

data minus log of Mincerian returns predicted by the model. Their calibrated value for  is not directly

comparable to mine since they do not include the quality of human capital. Schoellman (2011) uses a

different methodology to calibrate the same production function. His baseline estimate is  = 05 which

is very close to my calibration.
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alternative series against each other:

Figure 3: Cross-country plot of average human capital constructed using

only years of schooling data and human capital adjusted for quality using lit-

eracy.
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Both series are normalized such that the average of log human capital of the series in

question is equal to 0. The figure shows that the variance of human capital increases once

quality is taken into account.

For some countries, such as Vietnam, Bolivia and Myanmar, accounting for the quality

of human capital substantially increases human capital. Venezuela appears to be an outlier

with a large increase in human capital mirroring the large estimate of quality of human

capital seen in the previous section. I show below that the main results are robust to using

samples where I exclude a number of high-income countries, amongst them Venezuela.
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For another group of countries, mostly in Sub-Saharan African, accounting for quality

differences implies a decrease in human capital. Furthermore, Azerbaijan, Uzbekistan,

Tajikistan and Moldova, all former socialist countries, appear to have a low quality of

schooling despite a relatively high quantity of schooling. However, for these countries only

a small fraction of workers have completed less than six years of schooling. Hence, because

of the above-mentioned selection issue, the quality of human capital for these countries is

more likely to be biased downwards. Since human capital not adjusted for quality is high

in these countries this would tend to bias the variance of human capital downwards, and

hence work against the main finding that human capital differences increase once quality

is taken into account.

Table 3 below shows the variance of human capital for the model where only years

of schooling are included and the model where differences in human capital quality are

accounted for, respectively. For the latter model I also show the results for different

parametrizations to check for robustness. My baseline calibration is  = 055 and  = 023

as mentioned above. What should be the upper bound for these parameters? As shown

above the standard errors for both parameters are relatively low. However, it turns out

that even widely varying calibrations yields similar results. To illustrate this I choose as

upper and lower bounds,  = 08 and  = 030 respectively. In each case, I insert the

value for  in (7) and pick  by minimizing the sum of squares of 01 minus predicted

to ensure that the calibration is consistent with an average Mincerian return of around

01.
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The table shows that the log-variance of human capital doubles when quality-differences

are incorporated into the model. Moreover, the variance of human capital of the model

is relatively insensitive to choice of . Hence, all results are from now on based on the

calibration where  = 055.

3.2 Development accounting

Taking into account the quality of human capital increases the variance of human capital.

But what role do differences in the quality of human capital play in accounting for income

differences amongst developing countries? To find out I decompose income differences into

contributions from different factors of input. Rewriting (4) yields:



̄
=



̄

µ


̄

¶µ


̄

¶1−
 (8)

where an upper bar denotes the average across countries. To compute the terms in

(8) we need data for ,  and . I get data for  and  from PWT 708. As for  I

8To compute the capital stock I use the perpetual inventory method described in Caselli (2005).
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use the two different series constructed above. The first is computed under the standard

assumption that there are no differences in the quality of human capital, the second is

computed incorporating the quality estimates from above.

Table 4 shows the contribution of input factors to income differences for various coun-

tries.

The table shows the relative contributions of factors of input to differences in GDP per

worker. All variables are measured relative to the average of the 27 countries for which

data for ,  and  is available. The two first columns show, respectively, GDP per worker

and the contribution of capital per worker. The two middle columns show, respectively, the

contributions of human capital and TFP for the model where the quality of human capital
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is not accounted for. The two right-most columns show, respectively, the contributions of

human capital and TFP for the model where human capital is accounted for.

The first thing to notice is that although most of the countries are developing countries

there are fairly large differences in GDP per worker. In the lower range lie Sub-Saharan

countries where income is as low as one fourth or one fifth of the average. In the upper

range, a number of countries have income per capita which is several times larger than the

average.

A general finding is that, for countries with incomes below the average, human capital

relative to the average decreases when quality is taken into account. Moreover, for most

countries where income is higher than the average, human capital relative to the average

increases. This should not come as a surprise since the previous section showed that the

quality of human capital is positively correlated to GDP per capita.

The residual productivity term  can be used to assess the overall ability of the two

input factors  and  to account for income differences. The closer  is to one the better

are the proximate factors at explaining income differences. In many cases, though not

in all cases, including the quality of human capital brings  closer to one. The standard

deviation of  falls from 049 to 042 indicating overall the explanatory power of the model

increases.

Interestingly, the TFP of Iraq and Swaziland increases and thus becomes further away

from one when quality is accounted for. Apparently these countries are relatively rich but

have a relatively low quality of human capital. As explained above, in these countries,

natural resources contribute considerably to GDP which is a possible explanation for this

finding.

Another way to asses the role of human capital quality in explaining income differences

is to decompose the variance of log GDP. To do this first define  =  
1−
 . This is

income as predicted by input factors  and . Use this definition in (4), take logs and
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the variance to obtain:

 [ln] =  [ln] +  [] + 2 [ln ln]  (9)

Table 5 uses this equation to decompose the relative contributions of the various factors.

All of the results reported in Table 5 are computed using relatively few countries, and hence

should be interpreted with caution.

The first two columns of table 5 show the results for the base sample consisting of all

countries for which data is available. Column one show the results for the model where

human capital is computed using only years of schooling as input, that is, the benchmark

model from the literature, and column 2 shows the results for the model where the quality

of human capital is included. The table confirms the main finding of Table 3, Table 4 and

Figure 2 which is that the variance of human capital increases when quality is incorporated
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into the model.  (ln)  (ln ) increases from 0.06 to 0.15. Compared to Kaarsen

(2011) and Schoellman (2011) the increase is smaller. They both get a  (ln)  (ln )

of 026 in the model where the quality of human capital is included. However, given that

they look at a broader sample of countries it is not surprising that the results deviate.

The two bottomn rows show the fraction of income differences accounted for by the

model. The third row uses the measure preferred by Caselli (2005) while the fourth

row uses the measure preferred by Klenow and Rodriguez-Clare (1997). In both cases,

accounting for the quality of human capital increases the fraction of the log-variance of

income explained by the model. Quantitatively, the increase is smaller than the one found

in Kaarsen (2011)9.

The two columns in the middle show the results for the sample where data is available

and countries where the fraction of workers who studies less than six years is below 30%.

In the two rightmost columns, I further exclude countries where the fraction of workers

who completed less than six years of schooling is less than 40%. As mentioned above,

I do this because using literacy data in principle only allows me to estimate the quality

of schooling for those who completed lower grades. Hence, the results could be biased if

the quality of human capital of workers with higher education differs systematically from

workers with lower education.

Changing the sample does not seem to change the main results. In both cases the

increase in the variance of human capital and the fraction of income differences explained

by the model is comparable to the numbers obtained using the baseline sample.

The main finding of this section is that the quality of human capital is a non-negligible

factor in the determination of income differences across the sample of low-income countries

considered. Quantitatively, the differences in the quality of human capital do not explain

as large a fraction of income differences as in two recent papers in the literature. However,

9Schoellman (2011) does not report  (ln)  (ln ).

65



the results are in the same ballpark. Moreover, the studies in the literature use a broader

sample of countries which could explain why the results differ.

4 The Quality of Human Capital over Time

An advantage of using household survey data is that it is possible to estimate the quality

of human capital across time. To do this I estimate for each country five different literacy

gradients of years of schooling; one for each of the 10-year cohorts from the ages 16-65. In

particular, I estimate the following equation:

 ( = 1|) = +  +  (10)

where  indexes cohorts. This equation generalizes (3) by allowing the quality of human

capital to differ between cohorts. I estimate (10) using logit which yields five estimates

of the quality of human capital for each country. To give an overall picture of how the

quality of human capital changes over time Table 6 reports a summary of the output.

The upper part of Table 6 shows the quality of human capital across cohorts. The first

column shows the results using (10) while the second column adds age and age squared as

controls. Age could have several effects on the quality of human capital not related to the

changes in quality over time. For example, as workers grow older they may tend to forget

knowledge obtained in school generating a negative correlation between quality and age.

If quality is positively correlated with longevity, the fraction of low-quality individuals will

be smaller in older cohorts. If this effects dominates, age will be positively correlated with

quality. Controlling for age filters out such effects. However, if there is a general trend

towards higher quality of human capital this could also be captured by controlling for age.
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Both columns show that the quality of human capital is increasing in age of cohorts

indicating that overall the quality of human capital is decreasing over time10. However,

the differences between cohorts are relatively small. The increase over time seems to be

slightly smaller when age is controlled for.

How large is the variability of the quality of across time versus the differences across

countries? To answer this question I compute two additional measures reported in the lower

part of Table 6: The standard deviation of the average quality across countries and the

average standard deviation of quality across cohorts. To compute the first measure, I first

10To evaluate whether the quality of human capital for different cohorts are significantly different from

each other I estimated a pooled version of (10) where  vary between cohorts but not between countries.

This yields five ’s, one for each cohort. The joint hypothesis that 16−25 = 26−35 = 36−45 = 46−55 =
56−65 is rejected at a 0.1% level of significance. For all possible combinaitons of pairs of ’s I also test

the hypothesis that the two ’s are equal. These tests are all rejected with a p-value lower than 0.01%

except for the test of 46−55 = 56−65. The p-value of this test is 30%.
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compute the average quality of human capital across cohorts for each country and then

take the standard deviation of this series. To compute the second measure, I first compute

the standard deviation across cohorts for each country and then compute the average of

this series. In both columns the standard deviation across countries is around four times as

large as the standard deviation across cohorts. This echoes the finding of Kaarsen (2011)

which is that changes in test scores across time are small relative to differences in test

scores between countries.

Another interesting question is whether changes in the quality of human capital across

time is correlated with income. To answer this question I first compute the difference

between the quality of human capital of cohort  and the cohort younger than cohort .

This produces four measures of the change in quality. For each country, I then take the

average of these four variables to get an overall measure of the change over time. Figure

4 plots the average difference between old and young cohorts versus log income.

The figure shows that there is a positive correlation between income and the average

cohort difference in the quality of human capital indicating that the quality of human

capital of richer countries relative to poorer countries is increasing over time. However,

the coefficient of the estimated regression line is insignificant and has an 2 of 0.09. Hence,

it does not seem that there is a strong relationship between income and changes in the

quality of human capital in this sample. This finding is similar to that of Kaarsen (2011)

who finds that changes in test scores over time are uncorrelated to income per capita in a

sample consisting mostly of developed economies.
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Figure 4: Log income per worker and average difference in the quality of

human capital between old and young cohorts
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5 Conclusion

The canonical way of measuring human capital within and across countries uses years of

schooling to measure cognitive skills. However, cognitive skills obtained from one year of

schooling may differ across countries. In this paper, I use a cross-country micro data set to

estimate the quality of human capital defined as the literacy gradient in years of schooling.

Comparable papers in the literature estimate the quality of human capital using either

immigrant data or test scores data. A main issue with both approaches is that the data
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used is not necessarily representative of the labour force of the country in question. I avoid

this problem by using a sample of representative household members.

My estimates show that there are considerable differences in the quality of human

capital across 34 developing countries, and that these differences can account for a non-

negligible fraction of observed income differences. The log-variance of human capital dou-

bles when quality differences are accounted for. Furthermore, I include the quality of human

capital in a development accounting framework and find that this increases the fraction of

income explained by the model by around 0.1 percentage points. Two recent papers in the

literature use a similar methodology to estimate the quality of human capital. Compared

to the these papers the effect estimated in this paper is smaller but in the same ballpark.

A potential explanation for this is that both papers use a broader sample than the one

considered in the present paper.

The present paper underlines the need for policy-makers to direct their efforts towards

increasing the quantity as well as the quality of education in developing countries. Fur-

thermore, it highlights the necessity for future academic studies to investigate further the

relationship between the quality of human capital and economic development.
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Appendix

A Comparison of MICS Data to Other Data

In the literature of development accounting the most commonly used data for average years

of schooling is taken from Barro and Lee (2010). To ensure that the years of schooling data

used in this paper is consistant with the Barro-Lee data Figure A1 below plots the two

data series against each other. The figure clearly shows that there is a strong correlation

between the two series, this is confirmed by a OLS regression which yields a slope of 0.93

and an 2 of 0.82.

Figure A: Average years of schooling - MICS and Barro-Lee
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B Accounting Results - Probit

In the baseline case I use logit to estimate (3). This approach uses the logistic distribution

function. Another option is to use probit which uses the standard normal distribution

function. As a baseline, I use logit since the goodness-of-fit as measured by the pseudo-R2

is a little higher in this case. As a robustness check, I estimate (3) using probit and use

the estimated ’s from this regression to redo the calibration and variance decomposition.

The results of the variance decomposition are given in Table A1 below. The results are

very similar to the results of Table 5.
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Chapter 3: Climatic Barriers to the Diffusion of the

Neolithic Transition∗

Nicolai Kaarsen†

September 2011.

Abstract

This paper investigates the causes of the worldwide differences in the timing of

the Neolithic Transition. I find that, in most cases, the transition was caused by

diffusion of crops from four different centers of cereal-based agriculture. Hence, the

timing of the Neolithic Transition was determined by the speed of the spread of

these crops. I then proceed to test two prominent, yet hitherto untested theories

that explains the speed of diffusion. The first is that latitudinal distance is more

inhibiting to diffusion of crops than is longitudinal distance. The second is that

seasonal variation in precipitation is a barrier to diffusion of crops. I find support

for both hypotheses.

∗I would like to thank Jeanet Bentzen, Carl-Johan Dalgaard, Oded Galor, Louis Putterman, David
Weil and seminar participants at Brown University, University of Copenhagen for helpful comments and

suggestions.
†Contact: University of Copenhagen, Øster Farimagsgade 5B, Building 26, DK-1353 Copenhagen K,

Denmark. Nicolai.kaarsen@econ.ku.dk.
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1 Introduction

Around 10000 years ago the first humans started subsisting on agriculture instead of

hunted animals and gathered plants. This marked a turning point in the history of mankind

dubbed the Neolithic Transition. Population densities increased and humans started living

in sedentary communities instead of scattered hunter-gathering bands. Around 4-6000

years later civilization in the form of cities, writing and religion flourished in the same

regions where agriculture first arose (Bairoch (1988), Modelski (2003), Morris (2010)).

In his seminal work, Diamond (1997) argues that differences in the timing of the Ne-

olithic Transition played a major role in shaping the contours of world history. The basic

idea is that the transition to agriculture triggers a self-perpetuating process of techno-

logical advancement and population growth. The earlier the transition, the more time a

society has to grow and flourish. Hence, the timing of the Neolithic Transition becomes

an important determinant of long-run economic development.

Recently, this theory has received a lot of attention in the economics literature, and

there is mounting evidence that the timing of the Neolithic Revolution is an important

determinant of historical as well as contemporary economic development.1 But why did

some societies develop agriculture earlier than others? This is the question the present

paper seeks to answer.

I find that, in most cases, the Neolithic Transition occured as a result of diffusion of

crops from four pristine areas of cereal domestication. Hence, the speed of the spread of

crops from these areas becomes an important determinant of the timing of the transition

1Galor and Ashraf (2010) find that earlier transition to agriculture is positively correlated with pop-

ulation density and level of technology in year 1500. Olsson and Hibbs (2005), Putterman (2008) and

Putterman and Weil (2010) test Diamond’s (1997) theory on contemporary data. They find that earlier

agriculture is asociated with higher income per capita today. Putterman and Weil (2010) also show that

inequality is related to the diversity of the agricultural history of people within a country. Galor and

Moav (2007) show that the timing of the Neolithic Revolution is positively correlated with contemporary

life expectancy
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to agriculture. Using cross-country data I then test and find support for two prominent,

but previously untested theories related to crop diffusion2.

The first is Diamond’s (1997) theory that crops spread slower along latitudinal lines

than longitudinal lines. The second is Bellwood’s (2005) theory that differences in the

seasonality of rainfall slow down diffusion of crops. Quantitatively, I find that these theories

are about equally important in terms of explaining the variation in the timing of the

Neolithic Transition3. Diamond (1997) and Bellwood (2005) present anecdotal evidence

in favour of these theories, however, as far as I know, this paper is the first to test them

systematically using worldwide data and quantify their relative importance.

The idea that the Neolithic Transition spread faster across longitudes than across

latitudes is particular important to test since it is a crucial component of Diamond’s

(1997) hypothesis of why European civilizations flourished compared to societies in other

parts of the world. In particular, he argues that the east-west orientation of the axes of

the Eurasian continent implied that the diffusion of agriculture occured relatively fast.

In contrast, the axes of the American and African continents are predominantly north-

south orientated implying that diffusion of agriculture was more slow in these regions. He

also argues several post-Neolithic technologies and crops spread faster across longitudes

granting Eurasian societies a further advantage.

Why is latitude and seasonality of rainfall particularly important to diffusion of crops?

Plants are genetically programmed to grow in a particular climate. Taking a crop to a

different climate requires a time-consuming process of adaptation. Hence, diffusion of

crops is curbed by large climatic differences.

2As to the question of why the initial agriculture arose in the centers, the reader is referred to Weisdorf

(2005) for an extensive survey of the literature. This paper describes the diffusion of agriculture once the

transition has taken, and I remain agnostic as to the question of why the first farmers started to grow

crops.
3I also test another of Diamond’s (1997) theories, namely the one that differences in altitude curb

diffusion of crops. Although the evidence is not as strong as in the case of the two main hypotheses tested,

I also find support for this theory.
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Absolute latitude affects the seasonal distribution of temperature, sunlight hours, and,

to some degree, precipitation. An example of latitude inhibiting diffusion of crops is

the slow spread of maize-based agriculture from the subtropical areas in Mexico to the

temperate areas in North America (Diamond (1997, ch. 10)).

Within latitudes the seasonal precipitation pattern can vary considerably, and if dif-

ferences are large, diffusion is curbed. An example of this is the slow diffusion of wheat

and barley from the Middle East to South Asia and East Asia (Bellwood (2005, ch. 12)).

Wheat and barley are cereals adapted to dry summers and rainy winters; the type of

climate seen in Europe, the Middle East and North Africa. East of the Indus valley in

Pakistan, the climate is characterized by rainy monsoonal summers and dry winters, which

explains the slow diffusion of wheat and barley from the Middle East to South Asia.

Bellwood (2005) presents a number of case studies to investigate the climatic deter-

minants of the rate of spread of agriculture. The average rate of spread suggested by

Bellwood (2005) is of similar magnitude as the rate of spread implied by the cross-country

data used in this paper.

Olsson and Hibbs (2005) and Putterman (2008) seek to validate another of Diamond’s

(1997) theories. They show that the date of transition is related to a number of biogeo-

graphic variables, such as the number of potentially domesticable plants and animals in

the region and the size of the continent. Most of the variables relate to differences in the

probability of independent agriculture, whereas I analyse the barriers to diffusion speed.

As a result, it is not surprising that the results of the present paper, which relates to dif-

fusion of agriculture conditional on its discovery, are robust to controlling for the factors

suggested by Olsson and Hibbs (2005) and Putterman (2008)

The paper proceeds as follows. The next section describes the main hypotheses and

sets up the empirical specification. The third section describes the data and documents

that the Neolithic Revolution in 146 out of 161 of the countries in the base sample was
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caused by the spread of crops from four centers of agriculture. In the fourth section, I

present the main regression output and the results are compared to the usual findings in

the literature. The final section concludes.

2 Background

The purpose of this section is to explain why latitude and seasonality of precipitation

should be considered as important determinants of the diffusion of the Neolithic Transition.

First, some necessary preliminaries are presented. I then explain the main theories and

the empirical specification used to test them.

2.1 Preliminaries: Cultivation and domestication of plants

Domesticated crops are defined by Bellwood (2005, p. 5) as plants

"...that show recognisable indications of morphological change from the

wild phenotype, attributable to human interference in the genotype through

cultivation".

The process of domestication began when humans started cultivating, that is planting,

protecting, harvesting and sowing, a wild plant. They thereby inadvertedly selected for

certain traits changing the genetic structure of the plant over time. An important such

trait is loss of seed dispersal. Plants which hold on to their seeds for a longer period are

more likely to be harvested and resown. Thus, over time, cultivation changes the genes

of the plant until the point where they no longer disperse the seeds. Other domestication

traits or markers are larger seeds and more frequent and synchronized germination.
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Archeaobotanists are able to distinguish whether these markers are present by ana-

lyzing archaeological plant remains. This allows researchers to distinguish between do-

mesticated crops and gathered wild plants. Through radiocarbon dating of plant material

it is possible to determine, approximately, the year of domestication of crops in different

areas around the world. Bellwood (2005), Smith (1995) and Diamond (1997) review the

archaeobotanical literature on plant domestication in a worldwide perspective.

As of today, there is evidence of around 7 independent centers of domestication of crops

around the world. From these centers agriculture spread to other areas either through

expansion of agriculturalists (demic diffusion) or through adoption by existing hunter-

gatherers (cultural diffusion).

Four of these centers gave rise to agriculture based on cereals. Bocquet-Appel and

Bar-Yosef (2008) note that systems of agriculture based on cereals spread faster and to

larger areas than agriculture based on tubers such as potatoes, manioc or sweet potatoes.

A potential explanation is that, in general, cereals have high yields, are easy to collect

and can be stored for long periods of time (Heiser (1973, p. 73)). As will be evident

in section 3, this is supported by cross-country empirical evidence. In the data section,

I document that allmost all countries grew cereals when they made the transition from

hunter-gathering to agriculture.4

4I do not claim that non-cereal crops in general are unimportant for economic development (see e.g.

Nunn and Qian (2011) who document that introduction of the potato in the Old World had a positive

effect on population density and urbanization). Only that non-cereal crops played a minor role in the

transition from hunter-gathering to farming.
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2.2 Theory: The Spread of Domestication and Barriers to Dif-

fusion

In this paper I test two prominent hypotheses of crop diffusion. The first is Diamond’s

(1997) theory that crops spread slower across latitudes than across longitudies. The second

is Bellwood’s (2005) theory that differences in the seasonality of precipitation slow down

crop diffusion. Additionally, I test Diamond’s (1997) idea that crop diffusion is hindered

by differences in altitude. In the following, I will explain the evolutionary mechanisms

behind these hypotheses.

Why is latitudinal distance important to crop diffusion? The forces of natural selec-

tion ensures that optimal growth occurs in places where the climate resembles that of

the plants’ natural habitat. For example, germination is triggered by temperature and

sunlight, and subsequent growth depends on a combination of precipitation, sunlight and

temperature. If the yearly sequence of sunlight, temperature and precipitation differs

from the optimal sequence, plant growth will be inhibited. For instance, some plants have

minimum temperature requirements for germination which may not be fulfilled in colder

climates.

When plants are grown as crops, farmers inadvertedly harvest individuals which are fast

growing, eschewing those which do not germinate or grow slowly. Mutations generating

faster plant growth and germination will then be favoured, and over time selection will

make sure that the genes of the crops are taylored optimally to the climate it grows in.

This means that while it may not be possible to move a crop to a different climate from one

day to another, it is possible to gradually move a crop, allowing the genetic structure the

time it takes to adapt. Latitude determines the yearly sequence of sunlight and tempature

and, to some degree, precipitation. Consequently, it summarizes a number of climatic

factors which affect diffusion speed.
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Another potentially important factor emphasized by Diamond (1997) is differences in

altitude. Differences in altitude can reflect climatic differences and mountains representing

physical barriers, both of which could affect the diffusion speed.

Within latitude the yearly pattern of precipitation can vary considerably, and Bellwood

(2005) stresses that this is another important barrier to crop diffusion. An example is the

case of the slow spread of wheat and barley from the Indus valley and southward. It took

these crops around 1500 years to spread from the fertile crescent in the Middle East to the

Indus Valley in modern day Pakistan. From there on, however, it took another 3000 years

to move the short distance southward and eastward to India. The spread was very slow

because India, as most of South Asia and South-East Asia, has a monsoonal rainfall regime

with rainy summers and dry winters, while wheat and barley were adapted to winter rain.

There is also reason to believe that oceans could have inhibited crop diffusion. In

particular, travelling over larger bodies of water was impossible until the invention of

ocean-going vessels. On the other hand Bellwood (2005) notes that once a society had the

technologies for long-distance sea travelling, agriculture could spread very fast across the

sea indeed.

I use the following specification to test the main theories:

 = 0 + 1∆ + 2∆ + 3∆ + 4∆ + 05 + 06 +  (1)

 is thousands of years since the transition to agriculture, ∆ and ∆ are, respec-

tively, the latitudinal and longitudinal distance to the center of origin of agriculture, ∆

is the difference in altitude to the center of origin, ∆ is the difference in rainfall

seasonality relative to the center of origin,  is a set of controls,  is a set of dummies

and  is a country-specific error term.

In order to understand the logic of this specification, observe that the timing of arrival
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of the Neolithic Transition at some particular location or country, depends on two things:

(1) When was the crops that formed the basis of the transition at location i domesticated

for the first time? (2) How fast did the crop spread from their source of origin?

The first component arguably depends on factors such as the number of species (plants,

animals) that could be domesticated in particular regions around the world. A simple and

parsimonious way of capturing such regional differences in plant and animal availability is

to add crop dummies, which capture the individual instances of the independent Neolithic

Transition. Hence, in terms of the specification above, crop dummies are included in .

In addition, a full set of regional fixed effects are included.

The second source of variation, the speed of diffusion from center of discovery, is the

main subject of the present study. In particular, the first main hypothesis is that longer

latitudinal distance to the center of agriculture has a negative effect on year of transition

and that the effect is stronger than the negative effect of longitudinal distance; that is,

that 1  0 and 1  2. An additional hypothesis is that differences in altitude slow

down diffusion; i.e., that 3  0. The second main hypothesis is that a larger difference

in the seasonality of precipitation delays diffusion; i.e., that 4  0.

The next section deals with the question of how to measure the distance variables and

difference in seasonality of precipitation, and presents additional control variables.

3 Data

This section describes the data and falls into three subsections. The first subsection

describes the data on the earliest adoption of agriculture and documents that, in most

cases, the Neolithic Transition originated from four centers of cereal agriculture; the second

subsection describes in detail how the distance to the center of agriculture and difference
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in rainfall seasonality variables are created; the final subsection deals with all other data.

3.1 Main data: Crop dummies

Where did the Neolithic Revolution originate and how did it spread? The cross-country

data from Putterman (2008) on the date of Neolithic Revolution forms the basis of the

empirical analysis in this paper. He collects data from surveying the archaeobotanical

literature. The date recorded in years BP is the earliest occurence of agriculture within

the modern-day borders of the country. However, the data of Putterman (2008) does not

indicate where the Neolithic Revolution in a particular country originated from.

To answer this question I construct a number of crop dummies based on Putterman’s

(2008) online appendix and a number of alternative sources. These dummies are based on

the earliest crops found in the country, and can thus be used to infer where agriculture

diffused from. If e.g. rice or foxtail millet were the earliest crops found, I conclude that the

Neolithic Transition originated from the East Asian center of agriculture in China between

the Yellow river and the Yangtze river, where rice and foxtail millet were domesticated.

I try as far as possible to cross-check my findings from Putterman’s (2008) data appen-

dix with various papers and books from the archaeobotanical literature. In some cases,

Putterman (2008) does not state which crop(s) forms the basis of the Neolithic Transition.

For these countries, I rely entirely on sources from the archaeobotanical literature. The

details are given in the appendix, and the results of this categorization are shown in the

table below.

84



The table shows that in 146 out of the 161 countries included in Putterman’s (2008)

data set the Neolithic Revolution was based on cereals originally domesticated in four

different centers of agriculture. Agriculture without cereals only appeared in tropical

areas in the Amazons, in South East Asia and in Papua New Guinea.5 In these cases, the

main stables were a variety of tubers and fruits. Since these tubers and fruits were only

responsible for the Neolithic Revolution in a small fraction of countries in the sample, the

subsequent analysis is limited to the 146 cereal-based domestications.

3.1.1 Main data: Distance to crop centers

For each of the four cereal crop systems, I now find the coordinates of the place where

the crops were first domesticated according to the archeaobotanical literature. In all four

cases, there appears to be consensus about the region of earliest domestication. However,

5In the case of South East Asia, agriculture was imported from mainland East Asia, however, it was

not based on rice or millet as in the rest of Asia, but based on tubers and other tropical crops. It seems

that, as the Neolithic Transition diffused south into tropical areas, rice and millet were abandoned in

favour of other crops acustomed to the different climate.
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the precise site is in many cases subject of some debate. If there are several candidate sites,

I use the coordinates of the site situated halfway in between the two sites furthest away.

A detalied account of the sites is given in the appendix. I also run robustness checks using

different sites as centers of domestication. In practice, for all four centers the alternative

sites are relatively close to the respective baseline sites. Consequently, it is no surprise that

the results to follow are not sensitive to changing the location of the individual centers.

For each country, I then calculate three different measures of the distance in km to the

site where the crops emerged that formed the basis of its own Neolithic Transition: the

geodesic or aerial distance, the latitudinal distance and the longitudinal distance.6

An illustration of the three distance measures is given in the figure below.

Figure 1: Latitudinal distance, longitudinal distance and aerial distance.

The aerial distance between A and B is the shortest distance. Latitudinal distance

6I compute all distance measures in km, which is necessary since the length of one degree longitude

is not the same across the world. Computing the distance in degrees would then make it difficult to

interpret and compare regression coefficients. All distance measures are calculated in Stata using the

geodist module, which is based on Vincenty’s (1975) formulae.
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is defined as the shortest distance from the line of latitude of the country to the line of

latitude of the site of origin. Note, that the shortest distance between two lines of latitude

does not change as you move vertically around the earth. However, as for the distance

between to lines of longitude, this does not hold. In this case, the distance will depend

on the latitude; as you move away from the equator the distance becomes smaller until it

reaches zero at the poles where the two lines of longitude converge. Hence, I define the

longitudinal distance as the distance between the two lines of longitude evaluated at the

latitude coordinate half-way in between the points.7

As an example of the calculations of the distance measures consider the case of Den-

mark. The first agriculture in Denmark was based on wheat and barley originally domes-

ticated in the Fertile Crescent area in the Middle East. The earliest evidence of wheat

and barley in the Fertile Crescent is found in a number of sites in the Levant corridor in

Israel. The Gesher site lies in the middle of this area, and I consider this to be the founder

site of the Fertile Crescent crops. The aerial distance to this site from the geodesic center

of Denmark is 3263 km. The latitudinal distance measured as the distance from the line

of longitude passing through Gesher to the line of longitude passing through the geodesic

center of Denmark is 2599 km. The longitudinal distance is measured as the distance

from the latitudinal line passing through Gesher to the latitudinal line passing through

Denmark, computed at the latitude halfway in between the two points. I compute it to

2049 km.

Another potential explanatory factor emphasized by Diamond (1997) is difference in

altitude. This could curb diffusion since altitudinal differences are correlated with climatic

differences. Moreover, altitude differences could reflect physical barriers, such as mountains

and hills, which could slow down diffusion. To control for this I computed the altitudinal

7I also tried to compute the longitudinal distance using the latitude coordinates of the site of origin

of agriculture. This produces a measure very closely correlated to my preferred longitudinal distance

measure.
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distance in meters from the country to the country of origin of agriculture. The altitude

of the country is measured as the altitude averaged over grid cells.8

As for the measure of rainfall seasonality, we need a measure that simultaneously

captures differences in the timing of precipitation (i.e., does rain fall in the summer or in

the winter?) and differences in the variation (i.e., how large is the variation throughout

the year?). I have not been able to find such measure in the literature. Hence, I use a

novel measure of seasonality computed as the covariance between monthly rainfall and

temperature.9 Countries where precipitation falls predominantly during summer months

have a positive correlation between rain and temperature whereas the opposite holds for

countries where precipitation falls in the winter.10 When there is little or no variation

in seasons, the covariance will be close to zero. Accordingly, to obtain a measure of how

seasonally synchronized country  is to the place of origin of the individual crops, I compute

the absolute difference between the covariance between montly rainfall and temperature

in country  and the covariance between montly rainfall and temperature in the country

of origin.11

Since the yearly distributions of temperature and precipitation are partly determined

by latitude, one could think that latitudinal distance and differences in the seasonality of

rainfall are correlated. If this is the case, including the difference in seasonality will not add

8The data for altitude is taken from Andersen et. al. (2011).
9The monthly rainfall and temperature data used to calculate the measure of seasonality is taken from

Mitchell et. al. (2003). They provide cross-country data for temperature and precipitation for each month

in the years 1961-90. For each monthly series, I average over years. This produces 24 cross-country series

of temperature and precipitation, one for each month. These series are used to compute the seasonality

measure. Unfortunately it is not possible to get the prehistoric data needed to compute the seasonality

measure. Using a recent data is a potential source of measurement error in seasonality if the climate

has changed since prehistoric times. However, as long as climatic changes are relatively uniform across

countries this should make little difference to the difference in seasonality.
10It is not possible to use, say, the amount of precipitation in June, July and August as a measure of

the amount of summer rain since these months are winter months in the Southern Hemisphere.
11In the case of the African crops and the Fertile Crescent crops, the general area of the center of

domestication spans three respectively two countries. In these cases, I define the seasonality of the center

as the average seasonality of the respective countries spanning the area.
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much to our understanding of the differences in the timing of the Neolithic Transition. To

check this Figure 1 below plots the difference in seasonality of rainfall versus the latitudinal

distance for the countries in the base sample used in the regression in Section 4.

Figure 2: Cross-country plot of latitudinal distance in km to origin of agri-

culture and the difference in seasonality of rainfall compared to the origin of

agriculture.
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Notes: See the main text for a precise definition of latitudinal distance and difference in seasonality. The

regression line has an insignificant slope of 00078 and an 2 of 0013.

As seen in the figure, the regression line has a slightly positive slope, however, the

coefficient is insignificant. Moreover, there seems to be plenty of variation in difference of

seasonality of rainfall not captured by latitudinal distance.

Another point of concern is that the latitudinal distance is correlated to absolute lat-

itude. Since absolute latitude is known to be correlated with contemporary measures of
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development (see e.g. Bloom and Sachs (1997)), it could be that the latitudinal distance

just captures underlying climatic factors related to absolute latitude. To check this I plot

the latitudinal distance versus absolute latitude.

Figure 3: Cross-country plot of latitudinal distance in km to origin of agri-

culture and absolute latitude in degrees
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Notes: See the main text for a precise definition of latitudinal distance. Absolute latitude is the shortest

distance in degrees to the equator. The regression line has an insignificant slope of 298 and an 2 of 0001.

The figure shows that within some groups of countries there is a linear relationship

between latitudinal distance and absolute latitude. This is not surprising. For instance,

for all of the countries lying to the North of the center of wheat and barley domestication

in Israel, the latitudinal distance will be increasing in absolute latitude. However, the

opposite holds for Sub-Saharan African countries south of the equator. Across all of the

countries in the sample there is no significant relationship between the two variables.
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3.2 Geographic controls

I include a number of control variables to ensure that the parameter estimates of main

concern are not tainted by confounding factors.

I construct an island dummy which is equal to one if the country is not connected with

any of the continents. The effect of this variable on the timing of the Neolithic Transition

could run in both directions. It may inhibit dispersion of agriculture since a society has to

develop the maritime technologies needed to travel over oceans. On the other hand, for a

society with capacity to travel fast across oceans, diffusion can be speedy. Bellwood (2005,

ch. 12) points out that in some cases, such as the case of the Austronesian expansion in

Polynesia, crops spread very fast over water, while in other cases, such as the case of

England, water is a barrier to crop diffusion.

Olsson and Hibbs (2005) show that a number of biogeographic variables are related to

the timing of the Neolithic Transition, and include these variables as controls.

"Number of domesticable plants" and "number of domesticable animals" measure the

domestication potential of the flora and fauna in the vicinity of the country. Diamond

(1997) states this as one of the main determinants of the timing of the transition. Australia

and South Africa have good climatic and geographic conditions for crop growth, however,

early societies in these areas failed to develop independent agriculture simply because there

were no easily domesticable species.

Furthermore, Olsson and Hibbs (2005) include the variables "climate" and "size of

country". These are variables not pertaining directly to Diamond’s (1997) theories, how-

ever, there are other reasons to expect that they may have an effect on the timing of

the Neolithic Transition.12 "Climate" is the climatic suitability for agriculture based on

the Köppen climate zones. It takes on discrete values from 1 to 4, where 1 is least pro-

12In the robustness tests in the appendix I include the variables "orientation of continent axis" and

"size of continent" also taken from Olsson and Hibbs (2005).
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ductive and 4 is most. Better conditions for agriculture could make an early transition

more likely. The size of the country is included since a larger landmass of the country

could make an early transition more probable. Moreover, the size of a country may matter

for the likelihood that early remains from the Neolithic period are excavated and thus

recorded. Hence, another motivation for adding land area in the regression is to control

for a potential excavation bias.

4 Cross-country empirical evidence

This section tests the theories of crop diffusion described above. The first subsection

contains the main regression results which suggest that latitudinal distance and differences

in the seasonality of rainfall are important barriers to diffusion of agriculture. In the second

subsection, I estimate the speed of crop diffusion and compare it to benchmark findings

from the archaeobotanical literature.

4.1 Main results

This subsection tests the main hypotheses of the paper that diffusion of crops are inhibited

by latitudinal differences and differences in the seasonality of precipitation. The result is

that longer latitudinal distance and larger differences in seasonality significantly decreases

years since first adoption of cereals. These results are robust to controlling for a number

of geographic and climatic variables. In the appendix, I show that the results are robust

to including additional controls and to using alternative sites of origin of agriculture.
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For convenience, I repeat the empirical specification given in (1):

 = 0 + 1∆ + 2∆ + 3∆ + 4∆ + 05 + 06 +  (2)

 is thousands of years since transition to agriculture, ∆ and ∆ are, respectively,

the latitudinal and longitudinal distance in thousands of km to the center of origin, ∆

is the difference in altitude to the center of origin measured in km and ∆ is the

difference in rainfall seasonality to the center of origin.  is a set of crop and continent

dummies,  is a vector of controls and  is an error term.

My base sample includes all countries where the Neolithic Transition originated from

the four centers of cereal domestication and where data is available. The regression results

are shown in Table 2 below. The appendix shows added variable plots for the two main

variables.
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The first column shows that there is a significant and negative effect of latitudinal

distance to center of origin on local transition year. Moreover, the coefficent on longitu-

dinal distance is smaller in absolute value than the coefficient on latitudinal distance and

the coefficient on altitudinal distance is significant and negative. This is in accordance

with Diamond’s (1997) hypotheses that crops spread slower across latitudes than across

longitudes and that differences in altitude pose a barrier to diffusion.

The second column shows that difference in seasonality of precipitation has a negative

and significant effect on year of transition. This affirms Bellwood’s (2005) hypothesis that

cereals spread slower when differences in the seasonality of rainfall increase.

In column 3, I include all four measures in one regression. Again the coefficients

on latitudinal distance and difference in seasonality are significant. Furthermore, the

estimated effect of latitude is larger in absolute value than the estimated effect of longitude

and the coefficient on difference in altitude is negative and significant on a 10%-level.

A potential concern is that latitudinal distance is correlated with absolute latitude

which could affect the timing of the Neolithic Transition through other channels than the

one we seek to identify. As shown in Section 3 there seems to be little correlation between

latitudinal distance and absolute latitude so this should not be the case. However, to make

sure that this is not an issue I control for absolute latitude in column 4. For the same

reason I also include longitude, altitude and seasonality of precipitation. The coefficients on

latitudinal distance and difference in seasonality remain significant and the magnitudes are

relatively unchanged compared to column 3. Moreover, the estimated effect of difference

in altitude becomes stronger.

Interestingly, the coefficient on absolute latitude is significant throughout all speci-

fications. This is interesting since measures of contemporary development are usually

positively correlated to this variable (see e.g. Bloom and Sachs (1997)); but in prehistory

development was apparently greater close to the equator. See also Ashraf and Galor (2011)
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who document higher population density closer to the equator as of 1500.

Column 6 includes an island dummy and a number of variables from Olsson and Hibbs

(2005).13 The island dummy is potentially an important determinant of the timing of the

Neolithic Revolution. As mentioned above, Bellwood (2005) provides examples of fast as

well as slow diffusion across bodies of water. In column 6 the island dummy is positive,

but insignificant.

Having more domesticable plants and animals should increase the probability of an

early independent domestication. However, in column 6 both variables have insignificant

coefficients. At first this may seem odd since Olsson and Hibbs (2005) and Ashraf and

Galor (2011) find that they are strong predictors of the timing of the Neolithic Transition.

However, as explained in Section 2, the crop dummies effectively root out all variation

caused by early independent domestication. In this light, it is not so surprising that

neither of the variables have significant coefficients.

I also control for two other variables constructed by Olsson and Hibbs (2005). Climate

reflects the climate-related potential for agriculture. In places where it is easier to grow

crops, one would expect an earlier transition. This prior is confirmed by the regression

results which show that climate has a positive and significant effect on year of adoption.

Land area is the size of the country measured in 1000 of Ha. A larger country implies a

larger probability of early agriculture. As expected, this variable enters with a positive

and significant coefficient.

Which of the climatic barriers dominate in terms of economic significance? For the

full specification shown in column 6, the standardized regression coefficients of latitudinal

distance and difference in seasonality are, respectively, −020 and −017. Hence, we can
conclude that the two measures of climatic barriers are of roughly equal importance. The

13The appendix shows the results of including two other variables used by Olsson and Hibbs (2005)

which are "size of continent" and "orientation of continent". The results are robust to including these

variables.
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difference in altitude has a standardized regression coefficient of −012 indicating that it
is slightly less important than the two other barriers.

A point of concern is that there might be measurement error in the coordinates of

the centers of agriculture. Such errors would affect the construction of the main distance

variables for a large number of countries. Hence, I checked for robustness of the main

results using alternative centers of agriculture. In all cases, the results are very similar to

those reported in Table 2. For further details about the robustness check and regression

results, I refer the reader to the appendix.

Furthermore, the results are robust to including other geographic controls such as

ruggedness and distance to coast. The results of these robustness checks are also in the

appendix.

To summarize the main findings: The cross-country evidence presented is in favour of

two prominent hypotheses of diffusion of the Neolithic Transition. The first is Diamond’s

(1997) theory that crops spread slower across latitudes than across longitudes. The second

is Bellwood’s (2005) theory that differences in seasonality of precipitation curb diffusion

of crops. Additionally, I find weak support for Diamond’s (1997) theory that differences in

altitude delay diffusion of agriculture. These results are robust to controlling for a number

of climatic and geographic variables.

4.2 The speed of diffusion: Comparison to the literature

The previous subsection established that the main hypotheses tested in this paper finds

support in the data. Another interesting question is whether the speed of diffusion implied

by the cross-country data set used is comparable to usual findings in the archaeobotanical

literature. Bellwood (2005 p.273) surveys the literature and reports the speed of diffusion

in km per year for a number of studies. He finds that pure longitudinal spreads can be as
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fast as 10 km per year. The lower bound for spread rates is 033 km per year in areas with

major climatic barriers. In the intermediate cases, the spread rates are around 3− 5 km
per year.

These numbers are not directly comparable to the estimated coefficients from Table 2.

To get a comparable estimate of the speed of diffusion I estimate the following specifica-

tion:14

 = 0 + 1∆ + 2∆ ×  + 03 +  (3)

where ∆ is the aerial distance from country  to the center of origin of the

cereal first domesticated in the country and  is the direction of the spread of

agriculture, where 0 corresponds to a pure latitudinal spread and 1 corresponds to a pure

longitudinal spread.15  is a set of crop dummies and  is an error-term.

∆ and ∆× are closely correlated to ∆ and ∆.
16

The only reason to use these variables is that they provide estimates of the speed of

diffusion which are directly comparable to the evidence provided by Bellwood (2005).

If  = 0 the spread is purely latitudinal, that is, country  is situated on the

same line of latitude as the center of origin. Inserting  = 0 into (3) shows that,

in this case, the effect of ∆ on  is 1. Accordingly, −11 measures the speed
of a pure latitudinal spread in km per year.

If  = 1 the spread is purely longitudinal, that is, country  is situated on the

same line of longitude as the center of origin. In this case, the effect of ∆ on

14The evidence I wish to compare to is anecdotal of nature and hence does not control for additional

variables. Hence, I also choose not include controls in this specification. I do, however, include region

dummies since they capture differences in the year of transition at the center of agriculture.
15This variable is computed as the angle between the line of longitude at the center and the line of the

shortest distance from the center to country  divided by 90. Thus, if this angle is 0, direction is 0 and

the spread is pure latitudinal, and if the angle is 90 direction if 1 and the spread is pure longitudinal.
16Regressing ∆ on ∆ and ∆ yields an 2 of 098, while regressing ∆ ×

 on ∆ and ∆ yields an 2 of 099
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 is 1 + 2. Hence, the speed of a pure longitudinal spread in km per year is given by

−1 (1 + 2) 

I estimate (3) using the data set of 139 countries included in the baseline regression

in Table 2. The estimated coefficients are ̂1 = −063 and ̂2 = 049. The corresponding

standard errors are 010 and 016, respectively. How does these estimates compare to the

empirical evidence from the archaeobotanical literature? The pure latitudinal speed and

pure longitudinal speed implied by these estimates are 159 km per year and 7.14 km per

year, respectively. In the intermediate case, the rate of spread is −1
³
̂1 + 05̂2

´
= 260

km per year. These estimates are a bit lower but around the same order of magnitude as

those provided by Bellwood (2005).

5 Conclusion

There is mounting empirical evidence that the differences in income per capita observed

today have deep historical roots. One important historical determinant of economic de-

velopment is the timing of the Neolithic Revolution. An earlier transition to agriculture

gives a society a head start in a process of cumulative increases in population density and

technology. This is supported by contemporary as well as pre-colonial empirical evidence.

This paper investigates empirically the causes of differences in the timing of the tran-

sition to agriculture. In most of the cases, the Neolithic Transition was initiated by cereal

crops originating from four different hearths of cereal domestication. Hence, the speed

of the diffusion from these centers is a crucial determinant of the timing of the Neolithic

Revolution.

There are two prominent but previously untested theories in the literature on the spread

of agriculture. The first is Diamond’s (1997) theory that latitudinal spreads occurred faster
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than longitudinal spreads; the second is Bellwood’s (2005) theory that larger differences

in the seasonality of rainfall reduce the speed of diffusion. I use a cross-country data set

to test and find support for both hypotheses. The data also supports a third theory which

is that differences in altitude curb the spread of agriculture.

Furthermore, I use the data to estimate the speed of diffusion of, respectively, pure

latitudinal and pure longitudinal spreads. I find that these estimates are broadly in line

with evidence on the speed of diffusion from the archaeobotanical literature.
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A Appendix: Data documentation

This appendix documents the coding of the data which forms the basis of the empirical

analysis. The first subsection accounts for the coordinates of the centers of cereal agricul-

ture used as a basis for calculating the distance measures and the difference in seasonality.

I also describe the alternative sites used to check for robustness. The second subsection

documents, for each country, the crops involved in the Neolithic Transition. In this case,

my main source is the online data appendix of Putterman (2008) (OAP), which also docu-

ments the data for timing of the Neolithic Transition. Since OAP does not provide detailed

information about the centers of agriculture I use a number of alternative sources in the

first subsection.

A.1 Centers of Domestication

To document the initial centers of agriculture I rely mainly on Smith (1995), Diamond

(1997) and Bellwood (2005) who all present thorough surveys of the literature on the early

history of agriculture. However, I also supplement these surveys by more recent findings.

For each of the four cereal crop systems, I describe the coordinates and seasonality regime

of the centre of domestication.

When it comes to cereal agriculture in Africa there seems to be agreement that the

cereals sorghum and pearl millet were domesticated somewhere in the Sahel, which is a

stretch of savannah south of the Sahara (see (Bellwood 2005, p. 97), Smith (1995, pp. 107),

Diamond (1997, p. 388)). What are the coordinates of the earliest domestication of these

crops? Both Bellwood (2005, p. 104) and Smith (1995, p. 107) agree that pearl millet

was first domesticated around 3500 years ago at Dhar Thichitt in Mauritania (1850

−950). However, Smith (1995) reports that sorghum was domesticated even earlier
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at 4000 BP at the Adrar Bous site in Niger (1952 125) , whereas Bellwood (2005)

reports that it was not domesticated until 2000 years ago. In Putterman’s (2008) data, the

earliest transition in Subsaharan Africa occurs in Niger at 4000 years ago lending support

to the first hypothesis.

There does not seem to be agreement about which of these sites is the founder site of

cereal agriculture in Sub-Saharan Africa. Meanwhile, there is a general agreement that

sorghum and pearl millet was domesticated somewhere in the Sahel area close to these

sites. Hence, I choose to use the coordinates of the location halfway in between Dhar

Thichitt and Adrar Bous. The coordinates of this site are 1952 125. This places

the centre of Subsaharan cereal agriculture in Mali. As a measure of seasonality, I compute

the average of the seasonality of Mali, Mauritania and Niger which is 50. As alternative

centers I use the coordinates of Dhar Thitchitt and Adrar Bous and the seasonality of

Mauritania and Niger, respectively.

In the Americas, maize was the main staple behind the spread of farming. The tra-

ditional view has been that maize was first domesticated in the Balsas River Valley in

southern Mexico (Smith (1995, pp. 157)). The discussion in Bellwood (2005, pp. 146)

confirms that maize indeed is from this region but shows that there is some disagreement

as to the exact geographical origin17. The latest research (see e.g. Ranere et. al. (2009)

or Piperno et. al. (2009)) confirms that maize is from the Balsas River valley. They

document that the earliest findings of domesticated maize is from the Xihuatoxtla shelter

in the Balsas River Valley, and I use the coordinates from this site (1837−9941).
17Interestingly, as Bellwood (2005, pp. 146) notes, there also seems to be a general discussion about the

chronology of maize. The traditional view as held by Smith (1993) is in favour of late maize domestication

around 4000 years BP. This is also the view taken by Putterman (2005) who places the date for domes-

tication of maize in Mexico at 4100 BP. However, the more recent evidence in Ranere et. al. (2009) and

Piperno et. al. (2009) suggests that it was domesticated much earlier, 9000 years BP. This date is backed

by Matsouka et. al. (2002) who use genetic methods to infer the chronology of maize domestication.

While changes in the chronology could have interesting impacts on the results of e.g. Putterman (2008)

and Galor and Ashraf (2010), such endeavours are beyond the scope of the present paper.
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As seasonality of the center I use the seasonality of Mexico which is 141. I was not able

to find other sites rivalling the early age of the Xihautoxtla site; hence I do not use any

alternative sites for maize.

In Asia and Oceania, rice and millets were the primary cereals behind the spread of

agriculture originating from the Yangtze River and the Yellow River in China, respec-

tively. Bellwood (2005, p. 119) reports that a single center of domestication seems most

likely. Lu et. al. (2010) state that the earliest account of millet is at the Cishan site

(3634 11406). Zhao (2010) places the earliest rice domestication at the caves of

Xianrendong and Diaotonghuan (2872 11698) further south. These sites are also

mentioned in Bellwood (2005, pp. 114) as some of the earliest sites with clear evidence

of domesticated cereals. He also reports on several early sites situated somewhere in be-

tween the two abovementioned sites where a mix of domesticated millets and rice evolved.

This suggests that rice and millets originated somewhere in the area south of the Yellow

River and North of the Yangtze River. Hence, I choose to use the coordinates of the point

halfway in between the Cishan site and the Xianrendong site (3253 11552). As for

seasonality I use the number for China which is 323. The alternative sites used in the

robustness checks are the abovementioned Cishan site and Xianrendong site.

As for the Fertile Crescent crops wheat and barley, there seems to be consensus that

it arose in the Levantine corridor in present day Israel. Smith (1995) reports that from

within a period of 300 years from 10000 BC to 9700 BC domesticated wheat and barley at

the sites of Gesher, Aswad, Netiv Hagdud, Gilgal and Jericho. These sites all lie within a

narrow north-south oriented band called the Levantine corridor. Furthermore, they all lie

within some 200 km of each other. I choose the site of Gesher (3260 3556) in Israel

since this lies midways in between the site furthest to the north (Aswad in Syria) and the

site furthest to the south (Jericho in Israel). As alternative sites I use the northernmost

site Aswad (3340 3655) and the southernmost site Jericho (3186 3546). For
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seasonality the I use the average of Israel and Syria (-181) as a benchmark. For the two

sites alternative I use, respectively, the seasonality of Israel (-194) and Syria (-168).

A.2 Crops involved in the spread of the Neolithic Revolution

This subsection documents the nature of the agricultural transition for a cross-section of

countries. For each country, I record the crops involved in the Neolithic Transition. The

crops define which center agriculture diffused from.

I base most of the coding on the online appendix of Putterman (2008) (OAP). For some

countries where I could not find adequate documentation for the nature of the spread in

OAP I consulted secondary sources. In this case, the documentation for the coding is given

below. In some countries it is not possible to find secondary sources simply because there

are no excavations. In these cases, I follow OAP in using data for neighboring countries.

A.2.1 Pearl Millet and Sorghum: Africa

There is considerable uncertainty about the details of the early agricultural history of

Africa mostly due to the paucity of excavations. This is also reflected in the data appendix

of OAP, where several of the dates are based on evidence from neighboring countries. For

countries where I could not find any evidence of the crop system, I rely on evidence from

neighboring countries.

As for the African countries north of the Sahara, that is, Egypt, Libya, Sudan, Algeria,

Morocco and Tunisia, as well as one country south of the Sahara, Ethiopia, the Neolithic

Transition was based off the Western Asian crop package. This is suggested in OAP and

confirmed by Bellwood (2005, p. 97).
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In almost all of Africa south of Sahara, except for Ethiopia, it turns out that the earliest

agriculture involved either sorghum, millet or a combination of the two. The following

account of the earliest crops in the countries of the Sahel, West Africa and Central Africa

is based entirely on OAP:

The Sahel: pearl millet was the earliest crop in Mauritania. With no concrete evidence

for neighboring Senegal, Gambia and Guinea-Bissau I code these countries as pearl millet.

In Mali pearl millet and sorghum was the earliest crop. In Burkina Faso it was pearl

millet18. In Niger, the earliest crop found was sorghum.

West Africa: In Ghana the earliest agriculturalists appear to have grown teff, sorghum

and pearl millet. I also set these crops to Cote D’Ivoire. Evidence suggest that agriculture

moved eastwards towards Guinea, Sierra Leone and Liberia. There are no excavations

from these sites so I set them to pearl millet and sorghum as these were the crops grown

in the neighboring countries.

In Uganda and Kenya agriculture started based on sorghum and millet. There are no

excavations in Somalia so I set agriculture to sorghum and millet.

The Bantu farmers was a group migrating from Cameroon and were responsible for the

expansion of agriculture to south Africa, that is, the modern day countries of Democratic

Republic of Congo, Rwanda, Burundi, Tanzania, Malawi, Mozambique, Botswana, south

Africa, Zambia, Zimbabwe, Swaziland, Lesotho, Cameroon, Equatorial Guinea, Republic

of Congo, Gabon, Angola, Namibia, Central African Republic, Botswana and south Africa.

According to Bellwood (2005, p. 109) the economy of the Bantu farmers was based on

sorghum, pearl and finger millet. According to Putterman, millet was the earliest crop in

Malawi, Mozambique and Botswana. As for the rest of the south African countries OAP

has no direct account of the first crops introduced. Hence, based on the Bellwood (2005)

18Putterman reports that the earliest site in Burkina Faso if Ti-n-Akof, but not the crop. However,

Breunig and Neumann (2002) attest that the crop at this site was pearl millet.
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and the findings of the Bantu expansion, I code the crops of these countries to sorghum

and millet.

As for Madagascar, OAP suggests that the earliest agriculture occurred as a result

of the so-called Austronesian expansion from South East Asia. Since this expansion was

based on a selection of tropical tubers and roots I place Madagascar in this category. This

maybe somewhat surprising finding is confirmed by Diamond (1997, pp. 387).

A.2.2 Maize: Americas

In most areas of the Americas maize formed the base of the Neolithic revolution. There

seems to be agreement that there were two other independent centers of agriculture one

in the Amazon rainforest and one in Eastern North America where a range of tropical

non-cereal crops, most notably manioc, was grown. However, maize preempted the spread

of these crops in most of the countries in this sample.

OAP reports that the Neolithic Revolution of the Central American countries of Belize,

Guatemala, El Salvador, Honduras, Nicaragua, Costa Rica all spread from Mexico; hence,

I code them as maize-based.

In South America, Panama, Peru, Ecuador and Colombia Maize was involved in the

first agriculture according to OAP. As for Venezuela, Guyana, Suriname, French Guiana

and Brazil: OAP declare that agriculture was first based on manioc. Bellwood (2005, pp.

165) is indecisive about whether manioc preceded maize in Amazon Rainforest. I code

them as manioc, since this works against the finding of the present paper that cereals

were responsible for the Neolithic Revolution in most cases. As for the Caribbean islands,

(Puerto Rico, Dominican Republic, Haiti, Trinidad and Tobago, Granada, Barbados, Ja-

maica, Bahamas, Cuba), OAP reports that agriculture probably originated from mainland

tropical areas and was based on manioc.
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For Bolivia, Chile, Argentina, Paraguay and Uruguay, OAP does not report the type

of agriculture. For Uruguay, OAP uses the Los Ajos site to date the Neolithic Revolution.

Iriarte et. al. (2004) confirm that agriculture at this site was maize-based. According to

Pohl et al. (2007) a site in southern Peru very close to Bolivia had maize. Hence, I code

the Neolithic Transition of Bolivia as Maize based. OAP uses Fiedel (1992) to date the

Neolithic revolution of Chile and Argentine. Fiedel (1992, p. 186) states that the early

agriculture introduced into these countries was maize. Based on this, I also code Uruguay

as maize-based.

As for North America, OAP attests that the earliest agriculture in the USA and in

Canada was maize-based.

A.2.3 Rice and Foxtail Millet: Asia and Oceania

The main cereal crops in Asia and Oceania were rice and millet both domesticated in China

in the region around the Yangtze and Yellow rivers. OAP is not very explicit in accounting

for the crops involved in the spread of the Neolithic Transition, however, he does state

that agriculture spread from the homeland in China southward to Taiwan, Hong Kong,

Myanmar (Burma), Bhutan, Bangladesh, Vietnam, Laos, Thailand, Cambodia, Malaysia,

Brunei, Philippines, Singapore, Brunei and Indonesia . Diamond (1997, p. 344) writes

that as the Neolithic transition spread South towards tropical climate the crop package

began to rely increasingly on tropical root and tree crops. This is in tune with Bellwood

(2005, p. 139) who writes that there is "..."We have no evidence that any of them grew

rice beyond the islands of the Philippines and Borneo". However, up until that point, rice

was based on crops originated in East Asia. Based on this I record the Neolithic Transition

in all of the abovementioned countries as rice and millet-based.

As noted by Bellwood (2005) and Diamond (1997) the agriculture spread further to
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New Zealand, the Mariana Islands, and Papua New guinea. Early agriculture in these

countries was based on tropical roots and tubers.

OAP states that the Neolithic transition in Korea was based on millet. He also notes

that it spread from China to Japan and Mongolia, so I code these as millet- and rice-

based. As for Sri Lanka and Nepal, OAP does not report the crops involved. I set it to

rice since this was the main crop of early agriculture in the neighboring areas.

A.2.4 Wheat and Barley: Europe, the Middle East and South Asia

The record of the dispersal of the Fertile Crescent crop system based on wheat and barley

is well documented. The accounts of Smith (1995, pp. 92) and Bellwood (2005, pp. 67)

show that, for all of the countries spanning the area of from the Middle East to the Indus

Valley in India to Russia and all of Europe, the Fertile Crescent crops was involved in the

Neolithic Transition.
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B Robustness

In this appendix section, I first show that the main results are robust to including additional

controls, and then show that the main results are robust to using alternative centers of

origin as a basis for calculating the distance variables.

As additional controls I include "ruggedness" and "average distance to coast" taken

from Nunn and Puga (2010). These measures could influence the speed of the spread

by physically making traveling easier or more difficult. Furthermore, I control for two

additional variables taken from Olsson and Hibbs (2005):

"Orientation of continent axis" is defined as the continent’s length in longitudinal

degrees divided by the continent’s length in latitudinal degrees. This variable is included

to test the theory also tested in this paper that crops diffuse faster across latitudes than

across longitudes. If this theory holds, agriculture should spread faster in continents that

are more east-west oriented.

"Size of continent" measures the size of the landmass of the continent. If the country

is not connected to a continent it measures the size of the country. A larger continent

should imply an earlier transition simply because the law of large numbers increases the

probability of invention of agriculture.

Table B1 shows that the main results are robust to including these variables.
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A point of concern is that there is uncertainty about the precise location of the center of

origin of the four cereal crops. Since the location of the centers of origin is used to compute

the main distance variables, the difference in seasonality and the difference in altitude this

could affect the main results. I show that the main results are robust to using alternative

centers as a basis for domestication. In particular, the uncertainty applies to the cases of

the East Asian, African and Fertile Crescent centers. In the case of the Central American

center of cereal domestication, I was not able to find sites as old as the site used in the

benchmark case. The description and coordinates of the alternative sites are given in the

data documentation data section of this appendix. I recalculate the distance measures and

seasonality difference using the methodology described in the Section 3 of the main text.

I run one regression per alternative site. The results are shown in the Table B2 below.

The table shows that the main results are robust. Changing the sites of origin seems

to have minimal influence on the main parameters of interest. This is not surprising since,

in all cases, the baseline sites, geographically, are relative close the the alternative sites.
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C Appendix: Added variable plots

Figure: A1: The partial effect of latitudinal distance on the timing of the

Neolithic Transition
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Notes: The figure is an added variable plot, showing the partial effect of the latitudinal distance to the

center of agriculture on the timing of the Neolithic Transition controlling for number of dummies and

other variables; see column 5 of Table 2 for a full specification. The sample consists of 98 countries.
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Figure: A2: The partial effect of seasonality of precipitation on the timing

of the Neolithic Transition
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Notes: The figure is an added variable plot, showing the partial effect of the difference in seasonality to the

center of agriculture on the timing of the Neolithic Transition controlling for number of dummies and

other variables; see column 5 of Table 2 for a full specification. The sample consists of 98 countries.
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