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Abstract

We investigate the effects of assuming a fully permanent income shock in a stan-
dard buffer-stock consumption model, when the true income process is only highly
persistent. This assumption is computationally very advantageous, and thus of-
ten used, but might be problematic due to the implied misspecification. Across
most parameterizations, and using the method of simulated moments, we find a
relatively large estimation bias in preference parameters. For example, assuming
a unit root process when the true AR(1) coefficient is 0.97, leads to an estimation
bias of up to 30 percent in the constant relative risk aversion coefficient. If used
for calibration, misspecified preferences could, for example, lead to a serious mis-
judgment in the value of social insurance mechanisms. Economic behavior, such
as the marginal propensity to consume (MPC), of households simulated from the
estimated (misspecified) model is, on the other hand, rather close to that from the
correctly specified model.
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1 Introduction

The degree of persistence of income shocks has potentially important implications for
a broad range of economic decisions, and has therefore received significant empirical
attention.! For a given income shock variance, more persistent shocks e.g. imply higher
effective uncertainty and thus affect the optimal level of wealth accumulation for both
self-insurance and retirement purposes. We will remain agnostic about the exact degree of
persistence in income, and instead investigate how severe a bias in preference estimates,
and associated household behavior, researchers face when assuming a fully permanent
income shock when the true data generating process only contains a highly persistent
income shock.

We do this relying on the modern work horse buffer-stock consumption model pio-
neered by Deaton (1991, 1992) and Carroll (1992, 1997), which we describe in the next
section. In that model, with constant relative risk aversion (CRRA) utility, the assump-
tion of a permanent shock (unit root in log income) is computationally very beneficial
because it implies that the model can be normalized with permanent income, essentially
removing permanent income as a continuous state variable in the dynamic programming
problem. If, on the other hand, income shocks are persistent but not permanent, the
model cannot be normalized by income and has to be solved over a grid of income nodes
at an increased computational burden. The trick of normalizing by permanent income
also extends to more complex models with multiple states in which removing a continuous
state variable by normalization is even more beneficial.

To quantify the bias, we assume that the researcher has access to the true average
wealth age profile, insists of assuming a fully permanent income shock, and knows all the
parameters of model with the exception of the preference parameters, which he or she
estimates by simulated method of moments. He or she consequently estimates preferences
to match the average wealth age profile, and draws conclusions about the economic be-
havior of households based on the estimated model with a misspecified unit root process
and potentially biased preferences estimates.

It is not surprising that a misspecified model in general would lead to potentially
flawed conclusions. However, the amount of empirical work based on the standard im-
perfect markets buffer-stock model (and its various extensions) with a unit root income

process merits an analysis of the severity of these problems.? Since all work in economics

1 For early studies see in particular Lillard and Willis (1978); Lillard and Weiss (1979), MaCurdy (1982)
Abowd and Card (1989) and Baker (1997), while more recent contributions, and additional references,
are found in Meghir and Pistaferri (2004); Guvenen (2009); Browning, Ejrnaes and Alvarez (2010) and
Guvenen, Karahan, Ozkan and Song (2015).

2 A few examples include Gourinchas and Parker (2002); Cagetti (2003); Blundell, Pistaferri and Preston
(2008); Kaplan and Violante (2010) and Blundell, Low and Preston (2013).



are presumably simplifications of the real world, we should care about choosing our sim-
plifying assumptions to minimize the error associated with them. Our analysis provide
researchers with results enabling them to draw their own conclusions concerning this
trade-off depending on the particular question in mind. We furthermore supply online
MATLAB code used to generate all results in the paper with an user-friendly simulation
suite in which researchers can analyze implied behavior of their own choice.

In our baseline parametrization, described in section 3, we find a relatively large
estimation bias in both the CRRA parameter and the discount rate. Particularly, in
section 4 we report an estimation bias for the CRRA parameter increasing from 6 percent,
when the true level of persistence is 0.99, to about 28 percent when it is 0.97. For the
discount rate the increase is from 4 percent to 15 percent. We further show that the results
are robust in the sense that the bias is almost always large irrespectively of changing our
assumptions about the preferences and the income process. Interestingly, however, the
bias can be both positive and negative.

Our results affect many fields of economics. It is now standard procedure to calibrate
models using externally estimated preference parameters, and the discount factor and/or
CRRA parameter are no exceptions. If such estimates are based on a misspecified unit
root income process, researches will likely use (significantly) biased estimates to calibrate
their models. This would naturally affect the implied policy proscriptions. An excessively
high CRRA parameter would, for example, all else equal imply an over-valuation of social
insurance mechanisms. Likewise it would over-state the cost of business cycless.

In many macroeconomic applications, however, the preference parameters are of little
interest in their own right. Rather, economic outcomes such as the marginal propensity
to consume (MPC) and the marginal propensity to consume out of permanent shocks
(MPCP) are of great interest. We find that the MPC and the MPCP from the estimated
misspecified model follow the same overall age profile as the true MPC and MPCP, and
only have, what we judge to be, relatively minor deviations.

As we conclude in section 5, the results suggest that if researchers are interested in the
value of preference parameters, such as the relative risk aversion coefficient or discount
rate, the income process specification will have large and significant implications for the
conclusions drawn. On the other hand, if the interest is on overall patterns of economic
behavior, such as the average MPC or MPCP, a (slightly) misspecified income process
seems to affect the conclusions much less.

Two other studies have previously to some degree investigated the implications of
misspecifying the income process in a buffer-stock consumption model. Kaplan and
Violante (2010) shows that the methodology proposed by Blundell, Pistaferri and Preston
(2008) to estimate insurance coefficients under the assumption of permanent income
shocks, is not additionally biased if the true data generating process only contains a highly

persistent income shock. Karahan and Ozkan (2013) instead show empirical evidence of



an age-dependent persistence of income shocks and discuss the effects of age-varying
persistence in income shocks on the degree of self-insurance. Neither of these papers,
however, provide an analysis of the implied bias in preference parameter estimates and
simulated household behavior when solving and simulating household behavior from a

model with a misspecified income shock process.

2 The Theoretical Framework

We rely on the canonical buffer-stock life-cycle model of Deaton (1991, 1992) and Carroll
(1992, 1997). Below we present a version of the model which allows for transitory and
persistent /permanent income shocks. Although this model is now one of the modern
work horses in many fields of economics, we briefly present the model for completeness.
Households enter the labor market at period ¢ = 1, retire at the end of period T¥,
and eventually die at the of period T. The recursive form of the household problem is
given by
clr 1

Vi (P, Ly, M) = ggfg -, + mEt Vit1 (P, Ligr, Miyq)] (2.1)

subject to an exogenous income process presented below, and the intertemporal budget

constraint

At - Mt — Ct (22)
My1 = RA+Yi (2.3)

where A; is end-of-period assets, M; is beginning-of-period market resources, Y; is income,
and R is the gross rate of return. Consumers are allowed to be net-borrowers up to a

fraction of their permanent income P, and end-of-period wealth, thus, has to satisfy

0 t>Ty
Ay > =MPy, N = (2.4)

A else.



Income process. In the beginning of each working period, households receive a stochas-

tic income

}/t = FtLtPtSta t S TR (25)

1 ifa=1
Ly by ifa<1

P ifa=1
]Dt _ t 1¢t (27)
Pt,1 ifa<l1

logyyy ~ N(—0.507,07) (2.8)

where P, is the permanent component of income, L; is the persistent component of income
with the AR(1) coefficient «, I'; is a normalization factor, §; is a mean-one transitory shock
to income, and v is a mean-one persistent (o < 1) or fully permanent (o = 1) shock to

income. The transitory shock is given by?®

¢ = 1 with probability p (2.9)
' (e, — up)/(1 — p) with probability 1 —p .
loge, ~ N(—0.50¢,07). (2.10)

The normalization factor I'; is chosen to ensure that we always have Eq [V;] = (II,_,Gy) Lo P,
where (G, is the deterministic age-dependent gross growth rate of income. To achieve this

irrespectively of the degree of persistence of the income shocks we have?

(IT._, G} 6_5(%_1&?)03’ ifa <1
I, = k=1 (2.11)

In retirement, income is given by
Y; = RFTRLTRPTR, t> TR (212)

where k is the retirement replacement rate.

3 This specification of the transitory income shock follows that of Carroll (1997) and ensures that
Ei[e441] = 1, regardless of the values of u, p and o2.

4 This is to ensure that the expected income profile is not affected by « such that when comparing con-
sumer behaviors across different values of «, we only pick up differences due to the degree of persistence
of shocks for a fixed expected income profile. See the supplemental material for the derivations.



Household behavior. The optimal consumption function is denoted by C* (P;, L;.M,),

and all unconstrained consumption choices satisfy the standard Euler equation,

1

C;”=R——
t 1+¢

E, |Ci] (2.13)

For later use, the marginal propensity to consume (MPC) is defined as

C* (P, Ly, My + A) — C* (P, Ly, M)
A

and the marginal propensity to consume out of permanent shocks (MPCP) is defined as

MPC =lim (2.14)
A0

C* (-Pt+A7 Lt7 Mt + A) - C* (Pt7 Lt7 Mt)
A

MPCP = lim (2.15)
AJ0

In the simulation exercises later, we calculate the MPC and MPCP using A = 0.001.

3 Calibration

Demographics. Households enter the labor market at age 25 (¢ = 1), retire at age 60
(Tr = 35) and die at age 80 (T' = 55).

Preferences. For our baseline results, we choose a relative risk aversion coefficient of
p = 2 and a discount rate of ¢ = 0.03. We explore the sensitivity of our results to
alternative calibrations.

1

Borrowing/saving. For our baseline results we choose an interest of R = 557, and

restrict consumers to be holding non-negative net-wealth, A = 0.

Income Process. The income growth rates are chosen to imply a standard concave

income profile
1.08 if Age; < 30

1.05 if 31 < Age; < 35

Gy =14 1.03 if 36 < Age, < 45 (3.1)
1.01 if 46 < Age; < 50

1.00 if 50 < Age;.

and the retirement replacement ratio is set to k = 0.70. Banks, O’Dea and Oldfield
(2010) report median replacement rates of 70 percent in the English Longitudinal Study

5 Households can receive a zero income shock with a positive probability, and the constraint will thus
not be binding.



of Ageing (ELSA).5 We set the transitory shock variance to o2 = 0.01, and allow for a
low income shock of p = 0 with probability p = 0.003 (Gourinchas and Parker, 2002).
In models with a permanent income shock, the variance of the permanent shock is
often chosen targeting some measure of the cross-sectional dispersion in income. Changing
the persistence of the shock, however, also changes the implied cross-sectional dispersion

of log income for a given shock variance. Specifically, we have”

toy, ita=1
Var (log (L4 P;)) = Ph=Ly=1 (3.2)

1—a?t 2

Y
ooy, ifa<l

We therefore adjust the variance of the persistent shock, when lowering « below one,
to match the cross-sectional dispersion in log income at age 45 given by a standard
assumption of a permanent shock variance of 0.01 when a = 1. Specifically, we choose a

permanent shock variance of &?p = 0.01 and set

52 ifa=1
R . (3.3)
(k—=25)0) 505 ifa<l

with & = 45 controlling at what age the variance of log income is equalized across the
parametrizations with persistent and permanent shocks. Particularly, note that ai = 53
for k = 26, and that o7, is increasing in k and o7, > 7, for all k > 26.

Figure 3.1 shows the implied simulated age profiles for different a’s. Specifically,
the left panel shows that the simulated income profile is identical across the different
scenarios despite we impose different AR coefficients on the persistent shocks. This is
insured through the specification of I'y in equation (2.11). The right panel shows the age
profile of the variance of log income. Here, it is clear that the age profiles differ across
the degrees of persistence, but that the variances are identical at age k = 45 as implied

by equation (3.3).

¢ Blundell, Pistaferri and Preston (2008) experiment with replacement rates of zero and 50.

7 See the supplemental material for the derivations.



Figure 3.1: Income Age Profiles.

(a) Average Income Age Profiles, mean (Y}) (b) Variance of Log Income, var (log Y}).
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Notes: Figure 3.1 shows age profiles of average income (left panel) and the cross-sectional variance of
log income (right panel). All households are initialized with Py = 1 and Lo = 1.

4 Results

We assume an ideal scenario in which the researcher observes the wealth of N = 50, 000

8 Furthermore, the re-

individuals in 7" = 34 periods without any measurement error.
searcher knows the true values of all the remaining parameters except for either one of
the preference parameters, p or ¢, and the persistence of the income shock, . We denote
the parameter to be estimated as 6, which in turn can be either p or ¢ here.”

We assume that the researcher insists on assuming that the income process is per-
manent, & = 1, and calibrate the variance of the permanent income shock to achieve
the same level of dispersion in log income as he or she observes in the data at age 45
(we discuss the robustness of our results to this assumption below). We will consider
true values of o € {1,0.99,0.98,0.97}, and use equation (3.3) to infer the implied shock
variance 05, given our calibration of (7i = 0.01. Using equation (3.2) this implies, that
the researcher, when choosing o = 1, and targeting the dispersion in log income at age
45, always sets oy, = 0.01.

To emulate how applied researchers would likely go about estimating preference pa-
rameters using real data, we estimate 6 by the method of simulated moments (Gouriéroux

and Monfort, 1997) and match the average wealth age profile from age 35 through 55.1°

8 This is to mitigate simulation and sampling error, which we will not focus on here.

9 The parameters p and ¢ are poorly identified jointly by the wealth moments used here (Cagetti, 2003),
and we thus abstract from joint estimation to minimize the influence of poor identification on our
results. The poor identification using purely wealth moments stems from the fact that both higher risk
aversion and lower discount rates generally both amplify wealth accumulation.

0Fuler equation estimation can potentially provide unbiased estimates of p. If consumers are not affected



In turn, we estimate 6 as

/
R ' 1 Q - 1 Q
0 = arg min (Q Z A (0) — A) Wt (Q ZAq(Q) - A) (4.1)
q=1 q=1
where A contains the moments from the data. We perform ) = 16 simulations of the
data for each trial value of 6, and as weighting matrix, W, we use a diagonal matrix

111 We perform

with bootstrapped variances of the moments in the data on the diagona
S = 100 individual Monte Carlo estimations of #, denoted és, and table 4.1 reports the

bias in percentage terms, BIAS() = (MEAN(6)/0 — 1) - 100.

Table 4.1: Monte Carlo Estimation Results. BIAS(9) = (MEAN(6)/6 —1) - 100.

Estimating 6 = p Estimating 6 = ¢

a: 1.00 099 098 097 1.00 099 0.98 0.97

op: 010 0.10 0.10 0.10 0.10 0.10 0.10 0.10
op: 010 0.11 0.12 0.13 0.10 0.11 0.12 0.13

p=150,6=005 -00 42 111 201 00 -3.3 -80 -13.0
p=200,6=005 -00 42 111 198 0.0 -40 -97 -156
p=250,6=005 -00 41 105 184 0.0 -47 -11.1 -17.8
p=500,6=005 -00 28 66 108 00 -68 -151 -236
p=150,¢6=003 -00 77 2.7 383 00 -28 -72 -119
p=200,¢6=003 -00 58 159 280 0.0 -3.6 -92 -151
p=250,6=003 -00 47 126 219 00 -44 -109 -180
p=500,6=003 -00 27 64 105 01 -83 -184 -29.1
p=150,6=001 00 -1.1 -33 -59 00 -15 -46 -89
p=1200,¢6=001 01 -43 -96 -147 01 -34 -94 -17.0
p=250,6=001 00 -13.8 -21.9 -278 0.1 -55 -143 -251
p=500,6=001 -00 28 64 105 02 -17.8 -39.0 -62.0

Notes: Table 4.1 reports Monte Carlo estimation results from S = 100 independent simu-
lated data sets consisting of N = 50, 000 individuals observed in T' = 34 periods. The bias is
defined in percentage terms as BIAS(0) = (MEAN(6)/6 — 1) - 100.

by borrowing constraints and consumption is not contaminated with measurement error, p can be
uncovered independently of the underlying income process using interest rate variation and the (exact)
Euler equation. Alan and Browning (2010) provide exact Euler equation estimators that allow for
multiplicative log-normal measurement error in consumption.

1We use 8 eight unique draws of income, and their 8 antithetic draws.



4.1 Preference estimates

A

For a true o = 1, the model is correctly specified, and as expected we find BIAS() ~ 0.
For a true @ < 1, however, we find significant biases in the estimates of p and ¢ due
to the incorrectly specified income process. Considering the baseline case of p = 2 and
¢ = 0.03, we find that a true o = 0.97 implies a bias of 28 percent when estimating
p, and a bias of 15 percent when alternatively estimating ¢. The bias remains large
and significant for alternative true values of p and ¢, but vary substantially across the
various parametrizations. The absolute bias is always strictly increasing in the size of the
misspecification, |1 — «|, and when estimating ¢ the bias is always found to be negative,
while for p the bias is positive unless the true ¢ is small where the bias in p becomes
negative.

The explanation behind the found biases is that setting o = 1, when in truth o < 1,
has two opposite effects on the level of income risk in the estimated model relative to the
true model. Firstly, the level of risk is increased because the shocks are more persistent,
and secondly it is decreased because the shock variance is calibrated to ensure equality
of income variances at age k (see equation 3.3). For our baseline choice of k = 45, the
second effect dominates; the under-stated income risk implies an under-accumulation of
wealth, which when e.g. estimating the discount rate ¢ can only be countered by a lower
discount rate, i.e. a higher discount factor, implying a negative bias in ¢.

The sign of the bias when increasing p is more complicated because the effect from p on
wealth accumulation runs through both the risk aversion channel and the inter-temporal
substitution channel. The risk aversion channel always implies that a higher p amplifies
the motive for wealth accumulation (precautionary saving), but the inter-temporal sub-
stitution channel can both decrease and increase wealth accumulation. Considering the

deterministic case, the Euler equation (2.13) implies

Criy 1 \7
—(R——
C, ( 1+ gb)

If ¢ is small such that Rﬁ > 1, increasing p flattens the steeply increasing consumption

age profile. This logic extends to the stochastic case, and the inter-temporal substitution

channel can thus imply that increasing p increases current consumption, and reduces
wealth accumulation. For small enough ¢, this can even dominate the risk aversion
channel, and the bias in p thus becomes negative to counter the under-accumulation
of wealth implied by the misspecified income process. In table 4.1 we see that when
p € {1.5,2,2.5} the inter-temporal substitution channel becomes dominating at ¢ = 0.01,
while the risk aversion channel continues to dominate at ¢ = 0.01 when p = 5.

As we will show below in table 4.4, the sign of the bias is also sensitive to our choice of

k. For low k there is an overall increase in the level of risk due to the smaller adjustment



of the income shock variance. This implies that the biases in p and ¢ must now instead
imply less wealth accumulation changing their sign. The cut-off level of k, where there is
an alternation in the sign of the bias, is furthermore affected by the choice of moments;
this is illustrated in the supplemental material in the case of matching median levels of
wealth rather than mean levels of wealth as done here.

Our results are related to the analysis in Kaplan and Violante (2010).'* When lowering
the persistence of the income shock, they adjust the income shock variance to keep the
overall increase in the dispersion of log income from age 25 to age 60 constant (i.e. k& = 60
in our terminology). Simultaneously, they lower the discount factor, f = ﬁ, to also
match a constant wealth-to-income ratio of 2.5. This indicates that if they had estimated
¢ using a misspecified model with @ = 1, they would have found a negative bias in ¢

(higher estimated [, lower estimated ¢). This aligns with our results (for large enough

4.2 Implied household behavior

To study the effects of the misspecification on implied household behavior, we simulate
panels of households from both the true model and the estimated model (with o = 1
and 0 at its average estimated levels in table 4.1). Figure 4.1 reports the differences
between the estimated and the true models in the resulting marginal propensities to
consume (MPC) (left panels) and marginal propensities to consume out of permanent
shocks (MPCP) (right panels) over the life-cycle.'® The differences in the average MPCs
and MPCPs between the estimated and true models are shown in table 4.2 and table 4.3.

12Gee in particular their section 5 and table 5.

13The levels are reported in appendix figure A .4.
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Figure 4.1: MPC and MPCP Age Profiles (p = 2, ¢ = 0.03).

(a) MPC (estimating p) (b) MPCP (estimating p)
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Notes: Figure 4.1 shows average age profiles of 500.000 simulated households. The differences between
the estimated and the true model are shown. All households are initialized without any wealth.

The implied discrepancies in the MPCs and MPCPs are rather small compared to the
relative large estimation biases in p and ¢. The discrepancies are largest for the MPCs,
where the fall over the life cycle happens a bit earlier when the persistence is misspecified.
Setting p = 2 and ¢ = 0.03, and taking the worst considered case of « = 0.97, the average
MPC for the working age population is only 2.1 percentage points lower than its true
value when estimating p, and only 2.3 percentage points lower when estimating ¢. In
relative terms this is less than ten percent as the average MPC for these preferences is
about 30 percent. Still focusing on p = 2 and ¢ = 0.03, the difference in the MPCP
between the estimated model and the true model is even smaller; the MPCP is thus just
1.1 percentage points lower when estimating p, and 0.8 percentage points lower when

estimating ¢. With an average true MPCP of about 91, these deviations are minuscule.
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Table 4.2: Differences in MPC.

Estimating 6 = p Estimating 6 = ¢

a: 1.00 099 098 0.97 1.00 0.99 0.98 0.97

p=150,¢6=005 00 -09 -20 -31 -00 -1.0 -23 -35
p=200,¢=005 00 -07 -16 -25 -00 -08 -19 -3.0
p=250,¢6=005 00 -06 -14 22 -00 -0.7 -17 -2.6
p=500,¢=005 00 -04 -09 -14 -00 -05 -1.1 -1.6
p=150,¢6=003 00 -07 -1.6 -25 -00 -0.7 -1.7 -2.6
p=200,¢=003 00 -06 -14 21  -00 -06 -15 -2.3
p=250,¢=003 00 -05 -12 -1.8 -00 -06 -14 -2.1
p=500,¢=003 00 -03 -08 -1.2 00 -04 -09 -14
p=150,¢6=001 00 -04 -09 -15 -00 -04 -09 -1.4
p=200,¢6=001 00 -04 -1.0 -1.6 -0.0 -04 -09 -15
p=250,¢6=001 00 -05 -1.1 -1.7 -0.0 -04 -09 -15
p=500,¢6=001 00 -03 -06 -1.0 -0.0 -0.3 -08 -1.2

Notes: Table 4.2 shows the difference in the average MPC between the true and es-
timated models using 500.000 simulated households in each case. All households are
initialized without any wealth.

The underlying reason behind these small discrepancies is that the average wealth and
consumption age profiles are matched rather well in the estimation (see the supplemental
material), and the changes in the shape of the consumption function implied by the biased
preferences is then of second order. The discrepancies also remain small for alternative
values of p and ¢, but the absolute differences are generally larger for smaller values of
¢, where the true MPC and MPCP are also larger.

12



Table 4.3: Differences in MPCP.

Estimating 6 = p Estimating 6 = ¢

a: 1.00 099 098 0.97 1.00 0.99 0.98 0.97

p=150,6=005 00 -06 -15 -24  -00 -06 -1.4 -22
p=200,6=005 00 -04 -12 -1.9 -00 -04 -1.0 -1.6
p=250,¢6=005 00 -02 -09 -14 -00 -02 -0.7 -1.0
p=500,¢6=005 00 04 05 05 -00 05 06 08
p=150,¢6=003 00 -03 -1.0 -1.6 -0.0 -0.3 -08 -1.3
p=200,6=003 00 -02 -06 -1.I  -00 -0.1 -05 -0.8
p=250,¢6=003 00 -00 -04 -07 -00 00 -02 -04
p=500,¢6=003 00 05 06 07 -00 05 07 09
p=150,¢6=001 00 01 00 -01 -00 01 00 -0.1
p=200,¢6=001 00 02 01 01 -00 02 01 -00
p=250,6=001 -0.0 03 04 04 -00 02 02 02
p=500,¢6=001 00 05 07 09 -00 05 08 10

Notes: Table 4.3 shows the difference in the average MPCP between the true and es-
timated models using 500.000 simulated households in each case. All households are
initialized without any wealth.

4.3 Robustness

Table 4.4 reports a number of robustness checks varying respectively the age at which
the variances of income are equalized (k) and the underlying variance of the perma-
nent /persistent shock 7, (see equation 3.3).

Across all the considered cases, the discrepancies in the average MPC and the average
MPCP remain small.

The results for the preference estimates are more complicated. The bias alternates
in sign depending on k, which determines the size of the calibrated adjustment in the
income shock variance, when the persistence of the income process is misspecified. For
low values of k there is an over-statement of income risk (when assuming « = 1) inducing
a counteraction reducing wealth accumulation (lower p, or higher ¢). For high values of
k there is an under-statement of income risk inducing a counteraction increasing wealth
accumulation (higher p, or lower ¢). The bias is only negligible for some unknown in-
termediate level of k. Changing the baseline persistent income shock variance, 65), to
either a rather high level (0.03) or a rather low level (0.005), reduce the bias a bit, but it
remains sizable.

In the supplemental material, we additionally show that our results are robust to

matching the median wealth age profiles instead of average wealth age profiles.
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Table 4.4: Robustness. Baseline parameters, (« = .97, p = 2,

¢ =0.03).
BIAS(@) DIFF(MPC) DIFF(MPCP)
O0=p 0=0¢ O0=p 0=0¢ O=p 0=0¢
baseline 280 -15.1 -2.1 -2.3 -1.1 -0.8
k=26 -19.0 12.6 -2.3 -2.0 -0.2 -0.3
k=35 0.6 -0.1 -2.2 -2.2 -0.6 -0.6
k =55 60.8 -30.6 -1.9 24 -1.6 -0.9
&fp =0.005 20.7 -11.3 -1.0 -1.5 -1.0 -0.7
63 =0.02 18.0 -13.9 -2.4 -2.6 -0.2 -0.1
65 =0.03 12.2  -11.5 -2.1 -2.3 0.6 0.6

Notes: See notes to table 4.1. DIFF(MPC) is the difference between the av-
erage marginal propensity to consume (MPC) in the estimated and the true
model. DIFF(MPCP) is the difference between the average marginal propen-
sity to consume out of permanent shocks (MPCP) in the estimated and the
true model.

5 Concluding Discussion

We have investigated how severe a bias in preference estimates, and associated household
behavior, researchers face when assuming a fully permanent income shock when the
true data generating process only contains a highly persistent income shock. We find
a relatively large bias in the estimation of preferences from even small and moderate
misspecification of the income process. This suggests that if researchers care about the
exact value of preference parameters, assuming a unit root in income might seriously
affect their results. We also find the more positive result that the estimation bias in
preferences seem to somewhat cancel out the effect of the misspecified income process
when looking at household behavior such as the marginal propensity to consume (MPC)
or the marginal propensity to consume out of permanent income shocks (MPCP). In
turn, if researchers care more about the economic behavior of consumers (compared to
parameter estimates), the misspecification might not affect results too much, and the
computational gain from assuming a unit root income process might outweigh the error.

While we have, for ease of exposition, focused on constant relative risk aversion
(CRRA) preferences, an interesting avenue for future research is to investigate how con-
clusions would be if consumers had habits over consumption or Epstein-Zin preferences.
In both cases, risk aversion could be separated from the inter-temporal elasticity of sub-

stitution.
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1 Additional Figures and Tables

Figure 1.1: Wealth and Consumption Age Profiles (estimating p, p = 2, ¢ = 0.03).

(a) Ay, a=10.99 (b) Ay, « =0.98 (c) Ay, =097
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Notes: Figure 1.1 shows age profiles of 500.000 simulated households.
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Figure 1.2: MPC and MPCP Age Profiles (estimating p, p = 2, ¢ = 0.03)..

(a) MPC, a = 0.99 (b) MPC, o = 0.98 (c) MPC, o = 0.97
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(d) MPCP, o = 0.99 (e) MPCP, o = 0.98 (f) MPCP, a = 0.97

70 L L L L L L 70 L L L L L L 70 L L L L L L ,
25 30 35 40 45 50 55 60 25 30 35 40 45 50 55 60 25 30 35 40 45 50 55 60

age age age

Notes: Figure 1.2 shows age profiles of 500.000 simulated households.

Figure 1.3: Wealth and Consumption Age Profiles (estimating ¢, p = 2, ¢ = 0.03).

(a) Ay, o =0.99 (b) Ay, a = 0.98 (c) A, a = 0.97
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Notes: Figure 1.3 shows age profiles of 500.000 simulated households.
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Figure 1.4: MPC and MPCP Age Profiles (estimating p, p = 2, ¢ = 0.03).

(a) MPC, a = 0.99 (b) MPC, oo = 0.98 (c) MPC, a = 0.97
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(d) MPCP, a = 0.99 (f) MPCP, o = 0.97
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Notes: Figure 1.4 shows age profiles of 500.000 simulated households.

Table 1.1: Robustness. Estimating p using medians (p = 2, ¢ = 0.03).

BIAS(p) DIFF(MPC) DIFF(MPCP)
a=099 a=097 «a=099 a=097 a=099 a=097

baseline -4.2 -5.0 -0.1 -0.5 0.5 0.8
k =26 -17.7 -32.3 -0.4 -1.4 0.5 0.6
k=35 -11.7 -21.3 -0.3 -1.0 0.5 0.7
k =55 4.3 16.6 0.1 -0.1 0.4 1.0

Notes: See notes to table 4.1 and 5.1.
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Table 1.2: Robustness. Estimating ¢ using medians (p = 2, ¢ = 0.03).

A

DIFF(MPC)

DIFF(MPCP)

a=099 a=0.97

a=099 a=097

BIAS(¢)
a=099 «o=0.97
baseline 2.5 2.8
k=26 11.6 23.5
k=235 7.4 14.4
k=55 -2.6 -9.9

-0.0 -0.5
-0.2 -0.9
-0.1 -0.7
0.1 -0.2

0.4 0.8
0.4 0.5
0.4 0.6
0.4 1.1

Notes: See notes to table 4.1 and 5.1.
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2 Model: Details and Solution Algorithm

2.1 Generalized income process

In the model we solve, we use a somewhat more general formulation of the income process

allowing for both persistent and permanent shocks simultaneously:

t<Tp: Y, = D,LP& (2.1)
P, = GP 1y (2.2)

Ly = Lifym (2.3)

logy ~ N(=0.5-07,07) (2.4)

logn; ~ N(=0.5-02,02) (2.5)

non

7l(1*0¢2t717&z>02
) = .
e P\1tme? 1m0 ifa <1

r, — (2.6)
1 ifa=1

t> TR : }/;5 = K- FTRLTRPTR (27)

A = —NLB (2.8)

2.2 The Normalization Factor I

Note the useful result that if

X=¢% Z NN([L, 02) (2.9)
then
E[X] = e"37 (2.10)
and t
X = (ez)a — el =N K~ (./\/ (&tu,aQtJQ)) (2.11)
Given our assumption of
n ~ M) (2.12)
_ 2
Hn = =5
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we thus have

Eq [Yy]
r!

Iy

E, [FtLtPt] >
Eo [Li] - Eo [P]

at—1 at—2 at—3
Eo{m T2 73 ""'nt}LOPO

1 2 1.2 2 1.4 2 t—1 1. 2(t—1) 2
e”"—i_ian . ea,un-i—Ea T g0 pntzator . e pnt5a ( )o’n ) LOPO

e(1+a+a2+-~~+at’1)une% <1+a+a2+~~-+a2(t’l))a2a?]

t 2t
l1—«a l1l—«o 2
M +3 g,
e 1—a P12 1_42%n <

11—« 11—«

() (2.13)

2.3 Equalizing Income Variances

The variance of the permanent income component in period k is given by

VogP] = V[logFRy|+ > Vlogt,] (2.14)

j=1

= Vlog K] +k:-ai

The variance of the persistent income component in period k is given by

VlogLy] = o V(log L]+

a?*=3) . [log ] (2.15)

M=

<
Il
—

= of V[log Lo + 3" o**9) . V [log 1]

M=

j=1

= o VlogLo)+ (¥ M+ +a'+a’+a) o)
1_a2k

= OékV[lOgLo] +m ‘0'727

To ensure that the variances are identical in period k, we set

1—a® 9
Toa? 7 TR
1—a?
2 2
Iy = kl_a%aw

and we assume V [log Py] = V[log L] = 0 in our simulations.
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2.4 Normalization

Relying on the homogeneity in P, the model can be written in ratio form (a; = %t,

my = %t etc.) as

1—p
c _
Vg (Lt7 mt) = fcftl%i 1t_ P + BE, [(Gt+1¢t+1)1 P Vi1 (Lt+1, mt+1)} (2-16)
s.t.
Qy = MMy — Ct
R

Miy1 = mat + AN1&1 L
Liyw = L?Utﬂ

a > N

Denoting the optimal consumption choice by ¢} (L, m;), we have that the first order

condition imply

C: (Lm mt)_p > BR -y

(Gt+11/1t+10f+1 (L1, mt+1)> p] (2.17)

which holds with equality if
CL: (Lt, mt) = My — C: (Lt, mt) > )\t

and otherwise

Ct:mt‘l—)\t

2.5 Accuracy of the Numerical Solution

The model is solved using the endogenous-grid-point method (EGM) proposed by Carroll
(2006). The grids of a; (200 nodes) and L; (301 nodes) are chosen exogenously, and the
expectation is taken using 8 Gauss-Hermite nodes for &1, 1141, and 911 and by relying
on standard bi-linear interpolation of the next period consumption function.

The left panel of figure 2.1 shows the age profile of the average Euler error based on
simulated data from the numerically solved model. Particularly, we simulate N = 500, 000
individuals for T' = 34 time periods and calculate the average Euler error for a given age

as

St - i iv: BR (Cit/cit_l)ip . (218)
N i=1

Binding credit constraints would generally imply an average Euler error below one; to
mitigate this, the right panel of figure 2.1 shows the average Euler error conditioning
on lagged wealth being above some threshold such that the households are not credit

constrained. As seen, the average Euler errors fluctuates around and are very close to

AT



one, and, importantly, do not differ significantly across the two considered levels of a.

Figure 2.1: Average Euler Error Age Profiles

(a) All (b) Ay_1 > 0.01
1.011 1.011
—0y>0,0,=0 —0y,>0,0,=0
——0y =0,0,>0,a=1.00 ——o0y, =0,0,>0,a=1.00
——o0y=0,0,>0,0a=098 ——o0y,=0,0,>0,a=0.98
1.005 | 1.005
1! /V\W 1 M
0.995 - 0.995
0.99 . . . . . 0.99 . . . . . I
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age age

Notes: Figure 2.1 shows average Euler errors (see equation 2.18) for 500.000 simulated households.
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