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Abstract
Some key econometric concepts and problems addressed by Trygve

Haavelmo and Ragnar Frisch are discussed within the general frame-
work of a cointegrated VAR. The focus is on problems typical of time-
series data such as multicollinearity, spurious correlation and regres-
sion results, time dependent residuals, normalization, reduced rank,
model selection, missing variables, simultaneity, autonomy and iden-
ti�cation. Speci�cally the paper discusses (1) the conditions under
which the VAR model represents a full probability formulation of a
sample of time-series observations, (2) the plausibility of the multivari-
ate normality assumption underlying the VAR, (3) cointegration as a
solution to the problem of spurious correlation and multicollinearity
when data contain deterministic and stochastic trends, (4) the exis-
tence of a universe, (5) the association between Frisch�s con�uence
analysis and cointegrated VAR analysis, (6) simultaneity and iden-
ti�cation when data are nonstationary, (7) conditions under which
identi�ed cointegration relations can be considered structural or au-
tonomous, and �nally (8) a formulation of a design of experiment for
passive observations based on theory consistent CVAR scenarios illus-
trated with a monetary model for in�ation.
Keywords: Haavelmo, CVAR, autonomy, identi�cation, passive

observations
JEL classi�cation: B16, B31, B41, C32, C82
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1 Introduction

Haavelmo�s Nobel prize winning Econometrica (1944) monograph "The Prob-
ability Approach to Econometrics" is widely considered to have laid the foun-
dations for modern macro-econometrics. See for example the survey articles
in Aldrich (1989), Hendry and Morgan (1989), Hendry, Spanos, and Eric-
sson (1989), Anderson (1992) and the edited volume "The Foundations of
Econometric Analysis" by Hendry and Morgan (1995).
In today�s econometric world, new concepts, tests and estimators are

developed side by side with empirical applications. This was less so in
Haavelmo�s time when empirical analyses which now can be done within
seconds would have required years of work, if at all possible. Given these ob-
stacles, his vision about econometrics based on time series data by "passive
observation" is truly remarkable.
At this background the idea of the paper is to discuss a number of econo-

metric problems such as multicollinearity, spurious correlation and regression,
time dependent residuals, normalization, reduced rank, model selection, miss-
ing variables, simultaneity, autonomy and identi�cation. While these prob-
lems were fairly well understood at the time, they were nonetheless subject
to considerable di¢ culties on a practical level. The idea of this paper is,
therefore, to address the question whether we now have found a practical
solution to these problems.
A distinguishing feature of the econometrics in Haavelmo�s time compared

to our�s is the advancement of the theory of integrated processes. The Cointe-
grated VAR (CVAR) model (Johansen, 1996, Juselius, 2006) o¤ers a practical
methodology for analyzing such nonstationary data in a maximum likelihood
framework. Likelihood inference based on a joint probability formulation of
the observables is one of Haavelmo�s most important contributions and Sec-
tion 2 will discuss in what sense the CVAR represents Haavelmo�s vision of
a such an approach. Section 3 and 4 will then discuss solutions to the above
econometric problems within a general CVAR framework while recognizing
that other econometric approaches may o¤er equally good solutions.
Haavelmo�s work was strongly in�uenced by Ragnar Frisch and it is di¢ -

cult to ignore Frisch when discussing the above issues. In the words of Aldrich
(1989, p.1): "The concepts relating to structure were devised by Frisch and
they passed into classical econometrics through Trygve Haavelmo�s Proba-
bility Approach in Econometrics (1944). At the centre of Frisch�s network
of concepts was �autonomy�, or, as it is now more often called, �structural in-
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variance�." Thus, many of the basic concepts �rst formulated by Frisch were
later reformulated by Haavelmo within his probability approach. The fact
that Frisch was not fully convinced that a joint probability formulation is a
solution to the above econometric problems makes it even more interesting
to re-address them here in our chosen probability framework.
One of Haavelmo�s important methodological contributions was to distin-

guish between theoretical, true and observed variables:

We may express the di¤erence by saying that the "true" vari-
ables (or time functions) represent our ideal as to accurate mea-
surements of reality "as it is in fact," while the variables de�ned
in a theory are the true measurements that we should make if
reality were actually in accordance with our theoretical model.
[Haavelmo, 1944, p. 5]

and

One could perhaps also characterize the di¤erence between the
"true" and the "observational" variables in the following way.
The "true" variables are variables such that, if their behavior
should contradict a theory, the theory would be rejected as false;
while "observational" variables, when contradicting the theory,
leave the possibility that we might be trying out the theory on
facts for which the theory was not meant to hold, the confusion
being caused by the use of the same names for quantities that are
actually di¤erent. [Haavelmo, 1944 p. 7]

The quotation marks around "true" and reality "as it is in fact " seem
to signal that he considered the link between the true variables suggested by
the theory and the actual measurements taken from o¢ cial statistics to be
very weak. De�nitions often change, new components frequently enter the
aggregates and new regulations change the economic behavior and high qual-
ity, reasonably long aggregate series are notoriously di¢ cult to �nd. But, as
these data are the best set of measurements in the circumstances, Haavelmo
argued that we better adjust our theories and econometric methodology to
�t this reality "as it is" rather than the other way around.
To avoid "a good deal of planless and futile juggling with �gures" he

argued that a selected theory should always be accompanied by a design
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of experiment that "describes and explains how to measure the variables
supposed to be the true variables". To further emphasize the distinction
between testing a theory in an ideal (but often unrealistic) situation and
a less ideal (but realistic) situation he discussed two kinds of experimental
situations in which the theoretical model is to be taken to the data:

If economists would describe the experiments they have in mind
when they construct the theories they would see that the ex-
periments they have in mind may be grouped into two di¤erent
classes namely, (1) experiments that we should like to make to
see if certain real economic phenomena -when arti�cially isolated
from other in�uences -would verify certain hypothesis and (2) the
stream of experiments that nature is steadily turning out from his
own enormous laboratory, and which we merely watch as passive
observers. [Haavelmo, 1944, p. 8].

In the �rst case, it is straightforward to formulate an adequate probability
model and test the theory against the measurements of the �true�variables.
In the other case, it is much more demanding to take a theory to data without
violating scienti�c principles. One of Haavelmo�s important contributions is
to have provided us with a coherent analytical framework for the analysis
of data based on passive observations where the notion of a design of ex-
periment, addressed in Section 5, plays a crucial role for improving the �t
between theory and evidence. Finally, Section 6 provides an illustration of
how Haavelmo�s idea of a design of experiment for passive observations can
be formalized in the form of a theory consistent CVAR scenario which trans-
lates the basic assumptions of a theory model into testable hypotheses on
the �pulling and pushing�forces of the model. The paper ends with a dis-
cussion of how a joint probability formulation of all observables combined
with a theory consistent scenario provides information on how to adjust the
theory, "so as to make the facts we consider the "true" variables relevant to
the theory".

2 Haavelmo�s probability approach

Consider a time series of p variables motivated by an interest in a theoretical
macroeconomic relationship, x1;t = f(x2;t; � � � ; xp;t); t = 1; ::; T: At each
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point in time, t; there is just one realization, x0t = [x1;t; x2;t; � � � ; xp;t] of the
underlying stochastic process. The full sample of observations is given by:

X =

26664
x1;1 x2;1 � � � xp;1
x1;2 x2;2 � � � xp;2
...

...
...

...
x1;T x2;T � � � xp;T

37775 =
26664
x01
x02
...
x0T

37775
In Haavelmo�s time, an economic relation was in most cases speci�ed as a
linear regression model and estimated by ordinary least squares. However,
both Haavelmo and Frisch were concerned about the fact that successive
observations of typical macroeconomic variables were highly dependent ren-
dering the ordinary regression model less suitable. Haavelmo�s solution was
to formulate the joint probability, P (X; �); of the sample point, X; and then
estimate the parameters � based on maximum likelihood rather than OLS.

... it has been argued, e.g., that most economic time series
do not conform well to any probability model, "because the suc-
cessive observations are not independent." But it is not neces-
sary that the observations should be independent and that they
should all follow the same one-dimensional probability law. It
is su¢ cient to assume that the whole set of, say n, observations
[where nmeans T�p above]may be considered as one observation
of n variables (or a "sample point") following an n-dimensional
joint probability law, the "existence" of which may be purely hy-
pothetical. Then, one can test hypotheses regarding this joint
probability law, and draw inference as to its possible form, by
means of one sample point (in n dimensions). [Haavelmo, 1944,
Preface, iii ]

The next section will discuss the conditions under which the VAR model
can be considered a suitable candidate for this kind of time series data.

2.1 Deriving a baseline VAR

Consider the joint probability of X given the initial value X0 with the para-
meter value �:

P (XjX0; �) = P (x1; x2; :::; xT jX0; �):
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If the multivariate normal distribution is a reasonable approximation to the
probability law, P; then � = f(�;�) where � is the mean and � the covariance
matrix, �: It is convenient to express the joint probability of (XjX0) as
the probability of the stacked process Z 0 = [x01; x

0
2; x

0
3; :::; x

0
T ] � NTp(�;�).

Since � is Tp � 1 and � is Tp � Tp, there are many more parameters than
observations and it is not possible to get unique estimates of �;� without
making simplifying assumptions, for example that the covariances, E(xtx0t);
are approximately constant over the sample period.
A more useful formulation can be obtained by decomposing the joint

probability into a conditional and a marginal probability and then sequen-
tially repeating the decomposition for the marginal probabilities (Hendry and
Richard, 1983):

P (x1; x2; x3; :::; xT jX0; �) (1)

= P (xT jxT�1; :::; x1; X0; �)P (xT�1; xT�2; :::; x1jX0; �)
...

=
T

�
t=1
P (xtjX0

t�1; �)

where
X0
t�1 = [xt�1; xt�2; :::; x1; X0]:

By assuming that the probability distribution follows the multinormal law,
the conditional model becomes:

(xtjX0
t�1) � N(�t;�11:2)

where
�t = m1 + �12�

�1
22 (X

0
t�1 �m2) (2)

and
�11:2 = �11 � �12��122 �21 (3)

The di¤erence between the observed value of the process and its conditional
mean is denoted "t :

xt � �t = "t
Inserting the expression for the conditional mean gives:

xt = m1 � �12��122m2 + �12�
�1
22X

0
t�1 + "t:

6



Using the notation: �0 = m1 � �12��122m2; [�1;�2; :::;�T�1] = �12�
�1
22 and

assuming that �k+1;�k+2; :::;�T�1 ' 0; we arrive at the kth order vector
autoregressive (VAR) model:

xt = �0 +�1xt�1 + � � �+�kxt�k + "t; t = 1; :::; T (4)

where "t is NIp(0;
) and x0; :::x�k+1 are assumed �xed. Thus, even when
the observations xt are strongly time dependent, the conditional process
(xtjX0

t�1) is independent and OLS estimates of {�1; :::;�k; �0;
} are Maxi-
mum Likelihood estimates.
Hence, the VAR model is essentially a reformulation of (time invariant)

covariances of the data. In this sense it can be considered a �rst general
approximation to the actual data generating process (Hendry and Mizon,
1993).

2.2 Are the assumptions underlying the VAR plausi-
ble?

The VAR model in (4) is based on the assumption that the residuals are
multivariate normal which implies:

1. Parameter constancy: �0;�1; � � � ;�k;
 are constant over time, i.e. the
covariances are constant over time.

2. Residual independence.

3. Valid truncation (�k+1;�k+2; :::;�T�1 ' 0):

Many economists tend to consider multivariate normality a convenient
assumption that they would not expect to hold in economic data. This was
also a view Frisch shared:

Frisch�s convictions about the structure of economic reality
paired with �passive observations�left him in no doubt that nor-
mality or other reasonable distributions were unlikely to be ful-
�lled, as required by standard method of statistical analysis.
[Bjerkholt, 2011, p. 9]

and
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Frisch was here and in other projects where he hunted for
alternative approaches, very skeptical about falling back on the
least squares method and perhaps even more about making un-
warranted assumptions about normality [Bjerkholt, 2011, p. 12].

Even though there is no a priori reason as such to expect the VAR residu-
als to be normally distributed, Haavelmo provided some arguments that can
be used as a justi�cation for the normality assumption:

... if we consider a set of related economic variables, it is,
in general, not possible to express any one of the variables as
an exact function of the other variables only. There will be an
"unexplained rest," and, for statistical purposes, certain stochas-
tic properties must be ascribed to this rest, a priori. Personally
I think that economic theorists have, in general, paid too little
attention to such stochastical formulation of economic theories.
For the necessity of introducing "error terms" in economic rela-
tions is not merely a result of statistical errors of measurement.
It is as much a result of the very nature of economic behavior, its
dependence upon an enormous number of factors, as compared
with those which we can account for, explicitly, in our theories.
We need a stochastical formulation to make simpli�ed relations
elastic enough for applications. [Haavelmo, 1944, p. 1]

Thus, Haavelmo considers the residuals to be a catch-all for everything
else that is not included in the empirical model. When this �everything else�
comprises an �enormous number of factors�the central limit theorem would
suggest that normality could be approximately valid, provided these factors
are independent.
But, since we do not know if they are, normality is a possibility that needs

to be checked against the data. Indeed, when the VAR model in is routinely
estimated, the tests usually reject not just normality but also homoscedas-
ticity and even independence. In most cases this is because the e¤ect of
extraordinary events related to changes in political and economic institu-
tions, to reforms and interventions may not have been fully anticipated. If
they were, we should not see these large e¤ects in the variables in question.
Such events can be highly in�uential (Nielsen, 2008) and, unless ade-

quately controlled for, tend to bias the estimates of the model parameters. In
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many cases we can use various dummies to control ex post for extraordinary
events. For example, step dummies can be used to model equilibrium mean
shifts (in �0xt) and impulse dummies to account for extraordinary shocks in
the equations (in �xt).1 But since these dummies operate ex post they are
not helpful for unconditional forecasting.
Failure to properly control for extraordinary events is likely to cause resid-

uals to be autocorrelated. For example, a non-modeled equilibrium mean
shift or a change in the growth rates will automatically produce residual au-
tocorrelations and may (incorrectly) suggest longer lags in the VAR. When
the breaks are properly modelled, excessive autocorrelation usually disap-
pears and a correct lag length can be determined.2

Haavelmo was well aware of the possibility of such extraordinary events
as appears from the following citation:

Purely empirical investigations have taught us that certain
things in the real world happen only very rarely, they are "mir-
acles," while others are "usual events." The probability calculus
has developed out of a desire to have a formal logical apparatus
for dealing with such phenomena of real life. The question is not
whether probabilities exist or not, but whether-if we proceed as if
they existed-we are able to make statements about real phenom-
ena that are "correct for practical purposes." [Haavelmo, 1944, p.
43]

The "usual events" can often be adequately described by a normal distri-
bution, whereas the "miracles" tend to fall outside the normal range: they
are the outlying events discussed above. The Haavelmo citation suggests
that he either thought the "miracles" could be referred to the normal distri-
bution, or that he had a di¤erent distribution in mind such as the Cauchy
or t-distribution. For macroeconomic data the latter may not be the most
obvious choice as the "miracles" are seldom random but rather a consequence
of omitted institutional events. Of course, also the "usual events" can often
be related to policy changes, interventions, etc., but as they are numerous in

1Note that in a dynamic regression model, like the VAR, a dummy variable takes
controls for the unanticipated shock, but leaves the observation intact. This is contrary
to a static regression model where a dummy variable removes the observation altogether.

2Most empirical VAR models do not control for breaks and, therefore, are prone to use
too many lags.
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numbers and often of minor importance they can for practical purposes be
treated as random events.
Finally, the important question of parameter constancy needs to be ad-

dressed. In Chapter II, about the "degree of permanence of economic laws"
Haavelmo raised the question "whether or not we might hope to �nd elements
of invariance in economic life,upon which to establish permanent �laws�":

When we use the terms "constant relationships," or "unsta-
ble, changing relationships," we obviously refer to the behavior of
some real economic phenomena, as compared with some behav-
ior that we expect from theoretical considerations. The notion of
constancy or permanence of a relationship is, therefore, not one of
pure theory. It is a property of real phenomena as we look upon
them from the point of view of a particular theory. [Haavelmo,
1944, p. 13]

While Haavelmo clearly emphasized that parameter constancy is a prop-
erty of real phenomena rather than of a theoretical model, the actual testing
for structural change would probably have been too time consuming to carry
out in his time. In today�s econometric world of fast computers, tests for
parameter constancy and structural change abound.3 Provided the sample
is su¢ ciently large, numerous tests can be used to check the assumption of
parameter constancy. Such acceptance depends, often crucially, on whether
all major known structural changes and regime shifts have been adequately
accounted for. If the covariance matrices �12 and �22 have changed (as a
result of reforms or interventions during the sample period), then the VAR
parameters will also exhibit time variation unless these events are properly
controlled for. In this sense, the VAR generally corresponds to an ex post
in-sample probability model with constant parameters (after correcting for
changes in structure).
Ultimately the sample might have to be rede�ned to achieve an acceptable

level of constancy if the change in regime was su¢ ciently profound. In this
sense, the issue of structural change is crucially related to the existence of a
universe (population) of true economic models that stay constant over time.
Whether one could assume such a universe or not was of great concern to

3For example, Hansen and Johansen (1999) provide a battery of such tests tailormade
for the cointegrated VAR model.
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Frisch and his contemporaries, in particular Keynes.4 The following conver-
sation between Frisch and Koopmans recorded and interpreted in Bjerkholt
(2011, p.12) gives some �avor of the debate:

Koopmans means that the assumptions about distribution
laws etc. must lead back to the assumption about a universe.
Frisch means that we should build on the observations as they

actually are and do our assumptions on the basis of �the sample
as it is�. We consider the variable as consisting of two parts, a
systematic part and an error element. The assumptions about
the error element are based on the actual example. �But I do
not object to the idea of the universe, in many cases it may help.
But elsewhere not, particularly in economic data of historical
character, data which cannot be repeated.�
Koopmans: Does this framework have any meaning when the

sample is small? For what shall we apply our empirically deter-
mined coe¢ cients if we do not want to consider the concept of a
universe?
Frisch: When we from a certain set of observations have deter-

mined certain coe¢ cients, we will naturally at the next opportu-
nity try to determine the same coe¢ cients again and compare the
results. The true character of the universe cannot be observed.
Koopmans: We can determine whether our observed sample is

normally distributed without employing the concept of a universe.
All characteristics are applied to the sample.

The question of a universe is still highly relevant today (in particular as
conventional models based on a constant-parameter universe failed to foresee
one of the deepest economic and �nancial crisis of our time) and will be
discussed in more detail in Section 6.3 at the end of this paper.

3 Correlation, Cointegration, and Con�uence
Analysis

Much of the debate on econometric method was related to the regression
model and its many shortcomings when applied to time-series data. That

4For a detailed discussion of Keynes on Tinbergen�s econometric method see Garrone
et al. (2004).
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most economic variables are trending and subject to strong multicollinearity
was something Frisch, in particular, was concerned about. The correlation
coe¢ cient would in this case be dominated by the trend (the long-time com-
ponent) even though the aim was to study the relationship between the
cyclical parts (the short-time components) of the variables. In a discussion
of the Yale lectures, Bjerkholt (2011) argues that Frisch knew from the appli-
cation of principal component theory how misleading a correlation coe¢ cient
of trending variables would be and, therefore, used it to show �the necessity
of decomposing our time series before analyzing their interrelationships".

3.1 Correlation contra cointegration analysis when data
are trending

That correlation/regression coe¢ cients for trending data are prone to pro-
duce nonsense correlations/regression coe¢ cients was already demonstrated
by Yule (1926). Phillips (1987) showed that unit roots in the data would
produce such spurious results. The theory of unit root econometrics was not
yet developed in Haavelmo�s time and trends were mostly assumed to be
deterministic but, as we know today, trends in economic variables are most
stochastic. In such cases, the average value of a unit root variable is an in-
consistent estimate of it mean and the empirical correlation coe¢ cient is a
meaningless estimate of the true association between two variables (Phillips,
1987). Thus, Frisch�concern about the misuse of correlation coe¢ cients be-
tween economic variables was, therefore, relevant even when the variables
were trend-adjusted.
The CVAR circumvents this problem by formulating the general VAR in

the error-correction form:

�xt = �0 +�xt�1 + �1�xt�1 � � �+ �k�1�xt�k+1 + �Dt + "t; t = 1; :::; T(5)

"t � NID(0;�): (6)

where �Dt contains all deterministic components (trend, constant, dum-
mies). The hypothesis that xt � I(1) is formulated as a reduced rank condi-
tion:

� = ��0 (7)

where � and � are p � r matrices (r < p) and the r relations, �0xt; de�ne
stationary combination of nonstationary variables. Assuming just two lags
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for simplicity, the cointegrated VAR model becomes:

�xt = �0 + ��
0xt�1 + �1�xt�1 + �Dt + "t; t = 1; :::; T (8)

"t � NID(0;�):

By transforming the trending variables, xt; into stationary di¤erences, �xt;
and stationary cointegration relations, �0xt; two of the problems discussed
by Frisch are basically solved:

1. Multicollinearity between the �x0s and �0xt has been reduced to a
minimum by the removal of trends (stochastic as well as deterministic)
achieved by di¤erencing and cointegration.

2. Regression and correlation coe¢ cients between the stationary compo-
nents are well de�ned and, for given �; standard inference on (�;�1;�)
applies.

The model is nonlinear in � and �; but can be estimated by reduced rank
regressions as shown in Johansen (1988) where the � relations are found as
the eigenvectors to a solution of an eigenvalue problem and � is estimated
by linear regression for a given �. The relations �0xt de�ne r linear relation-
ships between p variables. These seem closely related to Frisch�problem of
�identifying�an economic relation which belonged to a system of relations,
where the the number of economic relations is smaller than the number of
variables.
Two variables are cointegrated only if they share a common stochastic

trend de�ned as the cumulation of all permanent shocks that have pushed
the variables out of equilibrium. This is a demanding measure of association
which avoids the pitfall of a spurious correlation coe¢ cient. But, contrary
to a correlation coe¢ cient, a bivariate cointegration relation is empirically
well de�ned only if the two variables share one common stochastic trend. As
most economic variables share more than one stochastic trend, we usually
need more than two variables to establish cointegration.
A cointegration relation is, therefore, more closely related to a multiple

regression relation. But there is an important di¤erence: The estimates
of a cointegration relation are invariant to extensions of the variable set
whereas the linear regression estimates are only invariant when regressors
are orthogonal. Thus, if a cointegration relation has been found between a
set of variables, the same relation will be found in a larger set of variables
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with identical coe¢ cients up to sample variations.5 Thus, the problem of
multicollinearity which Frisch tried to solve with con�uence analysis is not
present in cointegration analysis.

3.2 Con�uence analysis

Already in the late 1920�s, Frisch and his contemporaries had become con-
cerned about the problem of several relationships holding simultaneously in
the data. The core question, which later became the question of identi�ca-
tion, was how to unravel the relationships of interest from the ones which
were a characteristic of the data set, but of no interest to the economist.
(Hendry and Morgan, 1989).
Frisch was concerned about the fact that regression analysis could be very

misleading when the relation of interest belonged to a system of relations,
i.e. when there was "multicollinearity" between the economic variables. As
a means to uncover multicollinearity problems in the data he suggested the
method of �con�uence�analysis and �bunch maps�. To see how con�uence
analysis relates to cointegration analysis it is useful to brie�y discuss the
former as "a diagnostic tool aimed at disentangling simultaneous relations,
identifying di¤erent relations present, and related problems, including choices
of regression methods" (Bjerkholt, 2011, p.6).
The following example is broadly based on Hendry and Morgan (1989)

and describes a system of exact relations where the observed variables, xt;
are subject to measurement errors:

xt = �t + vt

and �t is a latent unobservable variable, vt is a measurement error, E(�
0
tvt) =

0 and E(v0tvt) = �. There are k � n constant linear relationships between
�t, A�t = 0; where A is k�n. Then Axt = ut; where ut = Avt and E(xtx0t) =
M = �+ �:
Based on this model set-up, Hendry and Morgan (1989) identi�es four

issues which Frisch was concerned about:

1. Normalizing on one xj;t in each equation and regressing that variable on
the remaining x0s will not consistently estimate the elements of A since

5Adding new variables to the model will, however, in most cases result in new cointe-
gration relations.
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E(xtu
0
t) 6= 0: This is the measurement error or simultaneous equations

inconsistency.

2. Since the rank of � = n� k; the moment matrix M would be singular
without errors of measurement. Thus, regression estimates of A are de-
terminate only because of observational errors (better data would make
this worse!) and so Frisch regarded such estimates as being nonsense.
This is the reduced rank problem.

3. Since A�t = 0; DA�t = A
��t = 0 for any nonsingular k � k matrix D.

This is the problem of identi�cation. Distinguishing A (the economic
theory parameters of interest) from A� requires imposing restrictions
on A. This is the problem of identi�cation.

4. Finally, if k and the coe¢ cients in A are not known a priori they have
to be selected from the data. This is the model selection problem.

Con�uence analysis was designed to solve some of the obvious problems
plaguing regression analysis, but like regression analysis it was non-structural
(Aldrich, 1989), a view also held by Haavelmo. Hendry and Morgan (1989)
give a number of reasons why they consider con�uence analysis outmoded in
today�s econometrics world. They conclude their discussion by arguing that
cointegration analysis essentially provides a solution for problems 1 and 2.
The �rst, normalization, does not pose a problem in cointegration analysis
as the (relative) size of a cointegration coe¢ cient is canonical and does not
change with normalization. Problem 2 is solved by �nding the reduced rank
of the long-run matrix �: Problem 3, how to identify the underlying economic
relations, will be discussed in the next section.
Problem 4, how to select a correct (or adequate) model, was discussed

in terms of the missing-variable problem. Frisch tackled this by �rst de-
composing the variations of a modeled variable into three parts: �systematic
variations�, �disturbances�and �accidental variations�. The variations are �sys-
tematic�when all the relevant explanatory variables are correctly included;
�disturbances�occur when one or a few highly signi�cant variables are miss-
ing whereas �accidental variations�are the result of omitting variables which
are unimportant and negligible. (Bjerkholt, 2011)
Can the CVAR residuals be considered disturbances or accidental varia-

tions? Because basically everything depends on everything else in economics,
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the missing variable problem is hard to escape whatever the empirical ap-
proach taken. Most researchers decide for a selection of the key economic
variables knowing that this will leave out relevant variables. As CVAR analy-
ses which tend to become rather involved when the number of variables be-
comes large, most CVAR models are based on rather few variables. Thus,
the missing variable problem is present also in this approach. But, by allow-
ing for a su¢ ciently long lag structure the VAR model can to some extent
compensate for missing variables so that the size of the residuals may not
di¤er much from �accidental variations�. Nonetheless, if we include previ-
ously omitted variables to the model some of the empirical conclusions may
change. In particular, the short-run adjustment coe¢ cients are not invariant
to extensions in the variable set contrary to the long-run cointegration rela-
tions. For example, a variable found to be exogenous in a smaller model may
no longer be so in the extended model. By gradually expanding the model
the e¤ect of the ceteris paribus assumption on the empirical conclusions can
be exploited. For an illustration see Juselius (2006).
To conclude, the VAR model has provided a solution to the problem

of (1) time dependent residuals by conditioning on su¢ ciently many lags,
(2) spurious correlation and regression results, (3) multicollinearity, (4) nor-
malization, (5) reduced rank, and (6) model selection to some extent. The
question to be discuss next is whether the CVAR can also "unravel the re-
lationships of interest from the ones which were a characteristic of the data
set, but of no interest to the economist" i.e. whether the CVAR can also
provide a solution to the problem of identi�cation.

4 Simultaneity and identi�cation

The interrelated issues, simultaneity, autonomy and identi�cation, were of
vital interest to Frisch and Haavelmo. Frisch proposed con�uence analysis as
a tool of uncover structure among correlated variables but in the end became
quite sceptical of the possibility to identify and estimate structural models.
Most of the applications of con�uence analysis dealt with the problem of
estimating a single equation with too many variables (Aldrich, 1989 p.2).
Haavelmo, on the other hand, proposed a solution based on the formulation
of a probability model for the data so that a generically identi�ed system of
equations could be estimated by maximum likelihood methods. In this sense
he associated identi�cation with the available data. This is also the spirit in

16



which Johansen and Juselius (1994) discuss three aspects of identi�cation :

1. Generic identi�cation is needed to be able to uniquely estimate the
parameters. Without generic identi�cation it is not possible to solve
the statistical model. Generic identi�cation as such does not guarantee
economic structure.

2. Empirical identi�cation refers to the actual estimated parameter val-
ues and is needed to secure that a generically identi�ed structure holds
empirically. This condition needs to be satis�ed because if an iden-
tifying coe¢ cient is statistically insigni�cant and set to zero generic
identi�cation may break down.

3. Economic identi�cation is related to the economic plausibility of the
estimated coe¢ cients of a generically and empirically identi�ed rela-
tion/model. In particular, claiming that the generically and empirically
identi�ed relations are estimates of autonomous (structural) economic
relations requires economic identi�cation.

The �rst two criteria are uncontroversial and can easily be checked, whereas
the third one is what Haavelmo and Frisch were primarily concerned about.
The discussion below will center around this aspect and how it needs to be
reformulated when data are nonstationary.

4.1 Identi�cation when data are nonstationary

That unit root nonstationarity seems endemic in economic data has some
important implications for how to address identi�cation. Juselius (2006)
discusses four identi�cation problems when data contain unit roots: the
identi�cation of (1) the long-run cointegration relations, (2) the short-run
adjustment structure, (3) the exogenous driving shocks, and (4) the dynam-
ics of the impulse responses. For simplicity of exposition, only the �rst two
will be discussed here. Of them, it is the identi�cation of the long-run struc-
ture, �0xt; that seems most closely related to Haavelmo�s 1943 paper on the
identi�cation of of simultaneous equations. But, while the distinction be-
tween long-run and short-run is not present in the �traditional�simultaneous
equations system, this is not the case in the CVAR model.
To examine the relationship between long-run and short-run identi�ca-

tion, it is useful to start with a CVAR model where current (simultaneous)
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e¤ects are not explicitly modeled but left to the residual covariance matrix

:

�xt = �1�xt�1 + ��
0xt�1 + �Dt + "t; "t � IN(0;
) (9)

Without changing the likelihood, one can pre-multiply (9) by a nonsingular
p�p matrix A0 representing (short-run) current e¤ects that may or may not
have a structural interpretation:

A0�xt = A1�xt�1 + a1�
0xt�1 + ~�Dt + vt; vt � IN(0;�): (10)

It appears that � is the same in (9) and (10) and therefore can be estimated
based on either form. Furthermore, the estimates of � are super consistent,
i.e. the speed of convergence toward the true value � is proportional to T
as T ! 1; whereas the convergence of the estimates of the short-run ad-
justment parameters is proportional to

p
T (Johansen, 1996). This gives the

justi�cation for performing identi�cation in two steps: (1) the identi�cation
of the long-run parameters, �; and (2) the identi�cation of the short-run
structure conditional on the identi�ed �: The short-run parameters in (10)
and (9) are related by the following equalities:

A1 = A0�1; a1 = A0�; �0;a = A0�0; vt = A0"t;� = A0
A
0
0:

Identi�cation of the long-run structure of r (simultaneous) relations re-
quires at least r(r � 1) restrictions, whereas the identi�cation of the short-
run simultaneous equations requires at least p(p � 1) restrictions. In both
cases the restrictions have to satisfy generic identi�cation as measured by
the identi�cation rank conditions (Johansen, 1995, Johansen and Juselius,
1994). The identifying restrictions of the long-run structure are formulated
as:

� = fH1�1; :::; Hr�rg (11)

whereHi is a design matrix p�mi that satis�es generic identi�cation and �i is
ami�1 vector of unrestricted coe¢ cients. Note that generic identi�cation of
(11) does not involve restrictions on the long-run covariance matrix. This is
because stationarity now replaces independence as a condition for uniqueness
Identi�cation of the short-run adjustment structure is about how to im-

pose identifying restrictions on the contemporaneous matrix A0; given lagged
changes of the process, �xt�1; and lagged equilibrium errors, �̂

0
xt�1; where �̂

is an estimated long-run structure. Identifying restrictions on the equations
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system, A0Xt = vt; where A0 = (A0, �A1;�a) and X 0
t = (�x

0
t;�x

0
t�1; x

0
t�1�);

are formulated by the design matrices Hi; i = 1; :::; p:

A = (H1'1; :::; Hp'p):

Since the short-run adjustment dynamics, A0Xt; de�ne relationships between
stationary variables, economic identi�cation generally requires the residuals
to be uncorrelated. Large o¤-diagonal elements of the covariance matrix

 arise when the system variables are simultaneously correlated as a result
of a simultaneous relationship between endogenous variables, or of omitted
variables simultaneously in�uencing the system variables.
The next question to be addressed is how identi�cation of the long-run and

short-run structure of the CVAR relates to identi�cation in the traditional
simultaneous equations model. But, �rst we need to discuss the concept of
irreducibility of a cointegration relation.

4.2 Irreducible cointegration relations and co�ux equa-
tions

An identi�ed cointegration structure consists of r irreducible cointegration
relations (Davidson, 1999) where irreducibility means that stationarity will
be lost if one of the variables is omitted from the relation. Thus, an irre-
ducible cointegration relation contains exactly the right number of variables
needed to make it stationary, no less, no more. This seems closely related to
what Frisch called a co�ux equation. John Aldrich explained the latter as:

An equation which is irreducible with respect to the set of
functions which forms the actual solution of the complete system
is called a "co�ux" equation. In the 1936 language, the coe¢ -
cients of such an equation have a "statistically uniquely deter-
mined meaning".
Co�ux equations were signi�cant because they could be es-

timated (in the deterministic case, solved for) from the data -
"they were discoverable through passive observations." In mod-
ern terms, co�ux equations are the ones that are identi�ed. ...
Co�ux equations are estimable but they are not necessarily the

most interesting equations. They may only be con�uent relations.
[Aldrich,1989, p. 24]
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To understand how the concept of irreducibility can be associated with
autonomy, two additional aspects need to be discussed. First, because a
structural relation can be a combination of two (or several) irreducible coin-
tegration relations, economic identi�cation often involves the � coe¢ cients
which tie the two relations together. For example, consider the deviations
from a money demand relation, (m� p� y)� b1(Rs�Rl); where m is money
stock, p is prices, y is income, and Rs � Rl is the spread between the short
and long-term interest rate measuring the opportunity cost of holding money
relative to bonds. If (m� p� y) and (Rs � Rl) are both nonstationary and
cointegrated, a cointegration relation between the two can directly identify
the money demand relation. But if the interest rate spread (Rs � Rl) is
stationary by itself (as standard theory would predict) then money velocity
(m�p�y) would also have to be stationary for an empirical money demand
relation to be stationary. In the latter case the economic relation of interest
is a combination of two stationary cointegration relations linked by the �m
coe¢ cients in the money stock equation.

�m;1(m� p� y) + �m;2(Rs �Rl) (12)

If �m;1 < 0; implying error correcting behavior, and �m;2 < 0; implying that
money demand increase when the opportunity cost of holding money goes
down, then we may argue that we have identi�ed a money demand relation.
Second, because a linear combination of the r cointegration relations is

also a stationary relation, one can �nd in�nitely many �new�stationary rela-
tions by combining them. For example, if x1;t and x2;t as well as x2;t and x3;t
are cointegrated, then x1;t and x3;t are also cointegrated. This means that
there are often many ways of identifying a long-run structure and not all of
them would satisfy economic identi�cation. In this sense, an irreducible coin-
tegration relation seems to share many of the characteristics of a con�uent
relation.

4.3 Autonomy, structural invariance, and cointegra-
tion: a discussion

The question of what connection there is between the relations we
work with in theory and those we get by �tting curves to actual
statistical data is a very delicate one. I think it has never been
exhaustively and satisfactorily discussed. [Frisch, 1938]
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Economic identi�cation requires that the restricted cointegration rela-
tions describe theoretically interpretable simultaneous relationships between
the VAR variables. However, cointegration only implies that the variables are
associated over the long run, whereas it does not, as such, say anything about
the direction of causality. Also the VAR does not distinguish between en-
dogenous and exogenous variables: all stochastic variables are modelled and
exogeneity is tested within the VAR, not assumed from the outset. This is in
contrast to a traditional simultaneous equations system where the variables
are either assumed to be endogenous or exogenous and only the endogenous
variables are modelled. Causality is assumed from the outset by normaliz-
ing each equation on one of the endogenous variables and expressing it as a
function of the other endogenous, exogenous, and predetermined variables.
How do we solve the problem of normalization and causal links between

the variables in the context of a cointegration relation? While the � relations
as such are not informative about causal links between the variables, the �
coe¢ cients are. This is because they provide information about how the
system adjusts when exogenous shocks have pushed the long-run relations
out of equilibrium. The sign of an adjustment coe¢ cient �ij determines
whether the variable xi;t in �

0xt is error correcting, error increasing, or not
adjusting at all in the equation �xi;t. Normalizing on a variable xi;t in
�0jxt generally presumes a signi�cant adjustment coe¢ cient �ij preferably
describing equilibrium error correction behavior: If the �ij is insigni�cant,
then the variable xi;t can be considered "exogenous" in that relation. Two,
or more, variables in �0jxt exhibiting signi�cant adjustment in their respective
equations implies simultaneous feedback. Thus, the economic identi�cation
of the � relations (11) is incomplete in terms of causal links unless it is tied
to the short-run adjustment structure.
Haavelmo and Frisch argued that a requirement for a relation to be

autonomous is that its coe¢ cients remain unchanged when other parts of
structure are changing.6 Is an appropriately identi�ed cointegration relation
autonomous in the above sense? It may or may not be. For example, the sta-
tionary money demand relation (12) was shown to have remained unchanged
from 1975 to 2003 except for a shift in the equilibrium mean in connection
with a major �nancial deregulation in 1983. For details see Juselius (2006).
Would Haavelmo/Frisch have considered it an autonomous relation despite
the mean shift? Is the relation likely to remain stable under other future

6This is closely related to the concept of super exogeneity in Engle et al. (1983).
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reforms that change other parts of the economic structure? Such questions
call for modesty: cointegration is powerful measure of association when data
are non-stationary, but as such it is basically a statistical regularity that may
break down if conditions change. It is not di¢ cult to share Frisch conclusion
that autonomy and structural invariance are theoretical concepts which are
empirically elusive.
Another problem that needs to be addressed is that it is not always pos-

sible to impose economically meaningful identifying restrictions on all coin-
tegration relations. This is often the case when only some of the variables
(the �endogenous�variables) are theoretically well determined by the chosen
information set, whereas the other (the �exogenous�variables) are only par-
tially determined. If the variables being exogenous in theory would be so
also in real life, the problem would not arise. But this is far from always the
case and the identi�ed long-run structure is often a mixture of fully deter-
mined economic relations and partially speci�ed relations with no structural
interpretation.
This might seem as a serious drawback for the cointegration analysis

but need not be so. Juselius (2010) showed that by formulating a theory
consistent CVAR scenario one can derive a theoretically consistent long-run
structure that separates a priori between fully speci�ed structural relations
and partially speci�ed relations with less clear interpretation. In the next
section I shall argue that such a CVAR scenario may come close to what
Haavelmo had in mind when he argued for the necessity to accompany a
theory model with a design of experiment.

5 An design of experiment for passive obser-
vations and the CVAR

It was a central idea in Haavelmo�s work that a theory model had to be
accompanied by a design of experiment that describes and explains how to
measure the variables supposed to be the true variables:

A theoretical model in this sense is, as it stands, void of any
practical meaning or interest. And this situation is, as we have
previously explained, not changed by merely introducing "eco-
nomic names" for the variable quantities or objects involved. The
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model attains economic meaning only after a corresponding sys-
tem of quantities or objects in real economic life has been chosen
or described, in order to be identi�ed with those in the model.
That is, the model will have an economic meaning only when as-
sociated with a design of actual experiments that describes - and
indicates how to measure - a system of "true" variables (or ob-
jects) xl, x2, , xn that are to be identi�ed with the corresponding
variables in the theory. (Haavelmo, 1944, p. 8)

The formulation of a theory consistent CVAR scenario (Juselius, 2006,
2010 and Juselius and Franchi, 2007) is an attempt to meet Haavelmo�s
requirement of a design of experiment for passive observations. The basic
ideas will be discussed and illustrated with a monetary model for in�ation in
Romer (1996, Chapter 9).

5.1 In�ation and excess liquidity

Assume that the purpose of the Cointegrated VAR analysis is to identify
and estimate an aggregate money-demand relation in order to assess the
e¤ect of excess liquidity on in�ation. Monetarist theories predict that the
in�ation rate is directly related to expansions in the (appropriately de�ned)
supply of money at a rate greater than that warranted by the growth of
the real productive potential of the economy. The policy implication is that
the aggregate supply of money should be controlled in order to control the
in�ation rate. The optimal control of money, however, requires knowledge of
the "non- in�ationary level" of aggregate demand for money at each point of
time, de�ned as the level of money stock,m�, at which there is no tendency for
the in�ation rate to increase or decrease. On a practical level, the reasoning
is based on the assumption that there exists a stable (autonomous) aggregate
demand-for-money relation, m� = f(x), that can be estimated.
Theory tells us there are three distinct motives for holding money: the

transactions motive (the need to hold cash for handling everyday transac-
tions); the precautionary motive (the need to hold money to meet unfore-
seen expenditures); and the speculative motive (agents�wish to hold money
as part of their portfolio). Since all three motives are likely to a¤ect agents�
needs to hold money, the initial assumption is that money demand, m, is
a function of the level of income, y; (assumed to primarily determine the
volume of transactions and precautionary money) and the cost of holding
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money, Rl�Rs and �p�Rs; (assumed to determine the cost of transactions,
precautionary and speculative demand) where Rl is a long-term interest rate,
Rs is the interest rate yield on money, and �p is the in�ation rate.
Which measurements do we choose for the empirical study and do they

correspond to the �true�variables of the theory? Liquidity is measured by M3
which is a broad monetary aggregate, income by gross national expenditure,
GNE, in�ation by the change in CPI prices, the short rate by the bank
deposit rate and the long rate by the government bond rate. All variables are
in logarithmic form except for interest rates and all variables are collected
by passive observation. As argued in more detail in Juselius (1993) none
of them are likely to closely represent the true variables of the underlying
theory. They are primarily chosen because they are available in existing data
bases and because they are the variables monetary authorities are supposed
to react on. With Haavelmo�s words:

The economist, on the other hand, often has to be satis�ed
with rough and biased measurements. It is often his task to dig
out the measurements he needs from data that were collected for
some other purpose; or, he is presented with some results which,
so to speak, Nature has produced in all their complexity, his
task being to build models that explain what has been observed.
[Haavelmo, 1944, p. ]

5.2 A stochastic mechanism

A sample of observations is just a set of cold, uninteresting num-
bers unless we have a theory concerning the stochastic mechanism
that has produced them.�[Haavelmo, 1950: p. 265].

The inverted VARmodel is a useful representation of the stochastic mech-
anism that have generated the data. It describes the variables as a function of
the shocks to the system and the deterministic variables, such as a constant,
time trends, step dummies (and possibly exogenous variables). In modern
language it is called the common stochastic trends model, in the language of
Frisch and Haavelmo it would have been called the �nal equations.
When inverting the VAR in (8) the deterministic component �Dt is, for
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simplicity, assumed only to contain an (unrestricted) constant, �0:

xt = C
tX
i=1

"i + C�0t+ C
�(L)"t + eX0; (13)

where C = �?(�
0
?(I��1� :::��k�1)�?)�1�0?; measures the long-run impact

of a shock to the system, C�(L) is an in�nite lag polynomial describing the im-
pulse response function, and eX0 contains the initial values, x0; x�1; :::; x�k+1;
of the process and the initial value of the short-run dynamics C�(L)"0: The
representation (13) describes a decomposition of the vector process, xt; into
stochastic trends, C

Pt
i=1 "i; deterministic trends, C�0t; cycles, C

�(L)"t; and
irregular components, "t: Such a decomposition into trends and cycles was
central to much of Frisch�empirical work about business cycles and their ef-
fect on the macroeconomy with the exception that the trends he considered
were deterministic rather than stochastic.

6 A theory consistent CVAR scenario

The �rst step in the formulation of a theory consistent CVAR scenario is
to specify the theory-consistent number of autonomous stochastic and deter-
ministic trends in (13) and how they load onto the selected variables. As
argued in Juselius (2006), the "Rational Expectations" monetary model of
in�ation in Romer is implicitly assumed to be driven by two structural shocks
u1 and u2, where for simplicity u1 can be assumed a nominal shock causing a
permanent shift in the aggregate demand curve and u2 is a real shock causing
a permanent shift in the aggregate supply curve.
Next, we need to formulate hypotheses for how the stochastic mechanism

is supposed to unfold under the given theory. This leads to a �rst tentative
decomposition of the data vector into two stochastic trends, one deterministic
time trend, and a stationary cycle component:
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Under the assumption that in�ation, �pt; is integrated of order one (con-
sistent with empirical results) the nominal shock u1;t cumulates twice to
describe a second order stochastic trend in money and prices and once to de-
scribe a �rst order stochastic in�ation trend. The real shock u2;t is assumed
to cumulate once consistent with real variables being integrated of order one.
The deterministic trend component describes long-term linear growth. The
assumption that {g1 6= 0; g2 6= 0; g3 6= 0g is consistent with the fact that
nominal money, prices, and real income have exhibited linear growth over
the sample period.
Long-run price homogeneity, an important feature of monetary models, is

formulated as the restriction c11 = c21: Under this assumption, the nominal-
to-real transformation (Kongsted, 2005) applies allowing us to reformulate
(14) in its (almost) equivalent form:

266664
mt � pt

�pt
yrt
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d31 d32
d41 d42
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377775
� P
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u2i

�
+

266664
g1 � g2
0
g3
0
0

377775 [t] + :::
(15)

All variables in (15) are now at most I(1):

6.1 A CVAR scenario for the long-run structure

The next step is to impose further theory consistent restrictions on (15). As
argued in Juselius (2006), the monetary model for in�ation is implicitly based
on the expectations hypothesis and the Fisher parity. Instead of requiring
that the parities hold exactly we assume that they hold as stationary condi-
tions. A stationary term structure implies that the interest rates share one
common stochastic trend and, hence, that the interest rate spread, Rm�Rb;
measuring the opportunity cost of holding money relative to bonds, is sta-
tionary. A stationary Fisher hypothesis implies that the real interest rate,
Rm��p; measuring the opportunity cost of holding money relative to in�a-
tion, is stationary. Thus, money velocity m� p� yr must also be stationary
for the money demand relation to hold as a stationary relation. Thus, a the-
ory consistent CVAR scenario for the long-run structure can be formulated
as:
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The three irreducible cointegration relations can be represented by

m� p� y � I(0);

Rm;t �Rb;t � I(0);

Rm;t ��pt � I(0);

describing a theory consistent world where real income and real money stock
share the real trend,

P
u2i; and the deterministic time trend and in�ation

and the two nominal interest rates share the nominal trend,
P
u1i:

6.2 A CVAR scenario for the short-run structure

The �nal step in the scenario describes how the system responds when ex-
ogenous shocks have pushed the identi�ed long-run relations away from their
equilibrium values. While theoretical models are often informative about
restrictions on the long-run structure, they are more silent about the short-
run adjustment dynamics. But, even though this is also the case with our
example, most monetary models would be consistent with the following hy-
pothetical dynamic adjustment structure:
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It is based on the assumption that real income and the short-term interest
rate can be considered weakly exogenous for this information set. Moreover,
if a11 < 0; a12 > 0; a13 > 0; then (m�p�yr)+a12=a11(Rm�Rb)+a13=a11(Rm�
�p) can be economically identi�ed as a money demand relation; if a31 > 0
then in�ation will increase when there is excess liquidity in the economy;
if a41 < 0, then the bank deposit rate will decrease when excess liquidity
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increases, and if a43 < 0 it will increase when in�ation increases; and if
a52 > 0; then the long-term bond rate will adjust to the short-long spread as
the expectations hypothesis mostly assume. The common stochastic trends
are given by the cumulated shocks to real income,

X
"yr ; and to the short-

term interest rate,
X

"Rm :

6.3 A design of experiment for passive observations: a
discussion

I have argued above that reliable inference on the e¤ect of excess liquidity on
in�ation and the rest of the economy requires a �design of experiment�for the
whole system formulated as a long-run structure of irreducible cointegration
relations combined with a short-run structure of adjustment dynamics that
indicates how the system is expected to adjust when out of equilibrium.
This in my view is the closest we can come to Haavelmo�s recipe for testing
a theory when data are obtained by passive observation:

The idea behind this is, one could say, that Nature has a way
of selecting joint value-systems of the "true" variables such that
these systems are as if the selection had been made by the rule
de�ning our theoretical model. Hypotheses in the above sense
are thus the joint implications and the only testable implications,
as far as observations are concerned, of a theory and a design of
experiments. It is then natural to adopt the convention that a
theory is called true or false according as the hypotheses implied
are true or false, when tested against the data chosen as the
"true" variables. Then we may speak, interchangeably, about
testing hypotheses or testing theories. [Haavelmo, 1944, p. 9]

Though appealing from a theory point of view, (16) and (17) did not re-
ceived much empirical support in (Juselius, 2006). Instead, real interest rates,
interest rate spreads, and money velocity were found too persistent to sup-
port stationarity and the long-term interest rate, rather than the short term,
was found weakly exogenous similar as in Giese (2008). Therefore, to become
empirically relevant, the monetary model in Romer (1996) would have to ac-
count for these unexplained properties of the data. For example, equilibrium
mean shifts in the historical data such as the structural shift in 1983 means

28



that economic actors had not been able to foresee the consequences of the
reform and, therefore, had not been able to act in a way that would have
mitigated its e¤ect on in�ation, income, and money stock, say. If economic
actors were not able to foresee the e¤ect of such changes in the past, it seems
rather unlikely they will do so in the future. Thus, unconditional forecasts
based on a model that is subject to a future change in its distribution (such
as a location shift) is likely to su¤er from systematic bias. Such features of
the data are problematic for Rational Expectations Hypothesis (REH) based
models as they postulate a universally constant parameter model based on
which economic actors recursively form expectations. Romer�s (1996) model
relies on this hypothesis.
These features of the data (pronounced persistence and breaks) are more

in line with the recent theory of Imperfect Knowledge Economics (IKE) (Fry-
dman and Goldberg, 2007, 2012). The REH models preassume that nonrou-
tine change, i.e. change that cannot be speci�ed in advance with mechanical
rules and procedures, is unimportant for understanding participants�deci-
sion making and market outcomes (Frydman and Goldberg, 2012), whereas
nonroutine change is central for the IKE theory. Given imperfect knowledge,
distributions are likely to change as the world changes but in a way that
cannot be speci�ed in advance. Thus, even though a distribution approxi-
mates the observables over a given sample period IKE supposes, as Keynes
and Frisch did, that there is no reason to believe it holds universally in the
past, present and the future.
The CVAR assumption of multivariate normality is designed to hold ex

post for "the sample as it is" and often, as in the present case, only after
having controlled for the e¤ect of extraordinary events that have shifted the
mean of the distribution. Also, the persistent deviations from long-run parity
conditions that remained unexplained based on the REH monetary model of
Romer (1996) can be rationalized by the IKE theory. Frydman and Goldberg
(2007) show that, under imperfect knowledge, economic actors tend to push
prices persistently away from long-run benchmark values, thereby creating
such pronounced persistence as we frequently see in the data.
The above discussion has served the purpose of illustrating that a theory

consistent CVAR scenario allows us to assess the empirical validity of the
basic assumptions underlying a chosen theory model (formulated as testable
assumptions on the pulling and pushing forces) and, hence, how and where
to modify the theory. The latter was an integral part of Haavelmo�s method-
ological thinking:
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In order to test a theory against facts, or to use it for pre-
dictions, either the statistical observations available have to be
"corrected," or the theory itself has to be adjusted, so as to make
the facts we consider the "true" variables relevant to the theory,
as described above. [Haavelmo, 1944 p. 7]

7 A concluding discussion

This paper has tried to demonstrate that many econometric problems which
were discussed by Haavelmo and his contemporaries such as time dependent
residuals, spurious correlation and regression, multicollinearity, normaliza-
tion, reduced rank, and to some degree, missing variables can be given a
practical solution within the general framework of a well speci�ed CVAR
model. The latter was derived by specifying the joint probability for all ob-
servables, i.e. by following Haavelmo�s overriding idea for how to do econo-
metric modelling.
The paper demonstrates how the nonstationarity of economic data allows

us to formulate identi�cation, simultaneity, and structural invariance in a
much richer context than was possible in Haavelmo�s time. But because "data
by passive observation" do not generally qualify for the purpose of testing
"deep structural parameters" of theoretical models the paper concludes that
modesty is needed in particular with respect to structural invariance.
The frequent �nding that the normality assumption and parameter con-

stancy are acceptable only ex post after we have allowed for shifts in the
equilibrium mean (or shifts in the growth rates) due to extraordinary in-
stitutional events implies that the CVAR is not likely to produce unbiased
forecast errors over periods potentially subject to structural changes and lo-
cation shifts in the probability distribution. The paper argues that this may
a priori have serious implications regarding the class of theoretical models
that potentially can be considered empirically relevant.
Haavelmo�s argued that a theoretical model should always be accompa-

nied with a design of experiment explaining how to adequately take the the-
ory to data obtained by passive observations. The paper proposes a theory-
consistent CVAR scenario as a design of experiment for passive observations
arguing that it translates as many as possible of the assumptions of a the-
oretical model into testable hypotheses on the �pulling and pushing�forces
of the data generating process. Such a scenario may also provide a common
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modeling strategy that allows macroeconomic questions to be investigated
in a consistent framework. For example, one might be able to learn from
the "experiments" provided by other countries that di¤er in various aspects
with regard to the investigated economic problem. Most importantly, a the-
ory consistent CVAR scenario is often informative about how to modify the
theory model when the correspondence between the theoretical and observed
structure is weak. In Haavelmo�s words:

... In the second case we can only try to adjust our theories
to reality as it appears before us. And what is the meaning of
a design of experiment in this case. It is this: We try to choose
a theory and a design of experiments to go with it, in such a
way that the resulting data would be those which we get by pas-
sive observation of reality. And to the extent that we succeed in
doing so, we become masters of reality - by passive agreement.
[Haavelmo, 1944, p.14]
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