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KEYWORDS: Model selection, theory retention. However, an investigator may be willing to contemplate the

possibility that an additional set éf exogenous variables,
1. Introduction also influenceg;, so postulates the more general model:

Economic theories are often fitted directly to data to avoid
possible model selection biases. This is an excellentegjyat ye = B'% + YWy + & 3)
when the theory is complete and correct, but less successful
otherwise. We show that embedding a theory model that speci-

fies the correct set of, relevant exogenous variables, within although in facty, = 0. Thew, can be variables known to be

. . X n functions of th | variables in timi r
the larger set ofn + k candidate variable$x,, w; ), then selec- exogenous, Tu ctio S0 those, lagged variables in timese
. . X A and indicators for outliers or breaks, and we assume the same
tion over the second set by their statistical significanaelza

undertaken without affecting the estimator distributidrttee ,‘;S:l::; %trlo?s ?f)a;sO\éi:g&);r;(vthc{).n:hlzggviitlv%gr?ééet%aéiz,ure
theory parameters. This strategy returns the theory-pateam y piete,

. . . that thex; are always retained and not selected over. The issue
estimates when the theory is correct, yet protects agdiest t . : . .
: o we address is the possible additional cost of searchingtbeer
theory being under-specified because semeare relevant.

Section 2 shows that the distributions of the estimated-coef- gndldate variables; in (3) when retaining the;, rather than

ficients ofx, are unaffected by model selection when the vari-dlrec“y estimating (1) whetk +m) << T.

ablesw; are orthogonalized with respectg, for (k+m) << Thex; andw; can be orthogonalized by first computing:
T, so the general model is estimable. Section 3 establishés th

the same results apply even whén+ m) > T, provided T T -1

m << T. Secthn 4 conc_ludes. The_ appendix section 5 ex- = ZWtXQ thxg

tends the analysis to a valid theory with endogenous vasabl =1 =1

and §5.1 notes how to assess the validity of the instrumental

variables. and defining the residuals by:

2. Selection when retaining a valid theory

: _ w, = I'x; + U (4)
Consider a theory model which correctly matches the data-
generating process (DGP) by specifying owver 1, ..., T that:
, so that:
Yt =P Xt + € 1)
T
wheree; ~ 1ID[0, 0%], ande, is independent of the: strongly thﬁ/ —0 5)
exogenous variables;, . . ., x; }, assumed to satisfy: P t
d P
T XX, 5 B Using (4) in (3):

t=1

which is positive definite, and: , , ~ R
ye = B'xe +y'wi + e = 8%+ (FXt+ut) + €&

T -1 T
T/? (,@ — 50) = (Tl thx;) T-1/2 thet =B x; + U + e, (6)
t=1 t=1
BN [0,0255}] @) N
m | e Han where@, = B+ I''v. Note that3,, = 3, becausey, = 0.
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Consequently, as (1) is the DGP, by orthogonality from (5): Addressing (b), an unbiased estimated error variance under
the null thaty, = 0, so that (2) is correctly estimated, is:

T1/2 /g+ /gO
v ~2 -1 a 2
1T / 1T ~/ -1 Z ( +Xt) (9)
_ ( Ty xxy T7Hy 0, x4 ) t=1
= B N TR ey APy
T g T70 50, Ui although under the alternative, (9) will be an overestimatgi-

T-1/25T mates ofy, can be approximately bias corrected if desired after
Zt:1 X¢€t . g . . .
T-1/2 ZT T their chance retention, as in Hendry and Krolzig (2005).
=t The converse to (a) is (c), as the theory-model s testedsimu
(Tfl ZtT:1 th;) -1 T-1/2 ZtT:1 Xi6s ta_neously against ablvt ar_1d if incqmpletg asin ((_j), s_election
= 1 will reduce mis-specification relative to direct estimatio
(T_l ZtT 1 ﬁtﬁ;) T2 Zthl ugey
1 2.1. Retaining an incomplete or invalid theory
0 2 Exx 0
Nm+k |:( 0 > yOc < 0 2—1 >:| (7)

ww|x

UiS)

Under the alternativey, # 0, directly estimating (1) will
result in biased outcomes. However, when (3) nests the DGP,
Thus, the estimatgB. in (7) is identical tod in (2), indepen-  from (6) the coefficient ok, is B, + I'y,, which will also be
dently of the inclusion or exclusion of any or all of the. Even  estimated if (1) is directly fitted to the data. When (3) néisés
after selection over th@, at significance level, and corre- DGP, selection can improve the final model relative to (1)nas
sponding critical value,,, say, by sequentialtests on each,,  Castle, Doornik and Hendry (2011). While retainikgwhen
the theory-parameter estimator is unaffected by retaigigg ~ Selecting from (6) will then deliver an incorrect estimatedg,
nificant ;. For a Gaussian distribution and fixed regressorssome of thei; ; will also be retained, this time correctly, butan
the estimato3, = @ is statistically independent of the test estimate of3,, can be derived fron® + I, 5 andT".

statistics used to select. If the theory is completely incorrect in thg, = 0, the es-
The possible costs of selection are: timated coefficien + I~ of x, in (6) will generally not be

(a) chance retention by selection of soff)g, which may mis-  zero, so it may be worth also selecting without orthogoaliz

lead on the validity of the theory model; and tion when estimates g8, do not conform to theory expecta-

(b) their impact on the estimatelistributionof B through mis-  tions.
estimation ob? in (7).

Against these, possible benefits are:

(c) the theory-model is tested against a wide range of altern
tives; and . . .
(d) when the theory is incomplete, the selected model will be, 1n€ @nalytic approach in Johansen and Nielsen (2009) to un-
less mis-specified. derstanding impulse-indicator saturation (IIS) also egspfor

For (a), if all @;,, are irrelevant, then on averagé of the @, , k = T 1ID mutually-orthogonal candidate regressors under the

will be retained by chance, with estimated coefficientwhere: null. Add the firstk /2 of the variables and select at significance
’ " levela = 1/T = 1/k. Record which are significant, then drop

EA them. Now add the second block bf2, again selecting at
‘tm:o‘ ~SE 7.l Z Ca (8) significance levekv = 1/k, and record which are significant
’ in that subset. Finally, combine the recorded variablemfro
Settinga = min [1/k,1/T,1%] is an appealing rule. When the two stages (if any), and select again at significancd leve
T =100 andk = T'/4 = 25, say, then becausex = 0.25,the o = 1/k. At both sub-steps, on averagé/2 = 1/2 a vari-
probability of retaining more than one irrelevant variailste able will be retained by chance, so on average= 1 will be
retained from the combined stage. Under the null, one degree

3. Morecandidate variablesthan observations

! 025 of freedom is lost on average. A combination of expanding and
= Z =~ 2.6%. contracting block searches is implemented in (eAgifometrics
=0 (see Doornik, 2009, and Doornik and Hendry, 2009)
Moreover, under normality and lettirig> 2/c,, then: If the model also has relevant variables to be retained, so
k+m = N > T, orthogonalize the relevant variables with
1 h? respectto the other candidates as above, but in blocksr threle
Pr ([ty,=0| = hca | Ho) < Vor exp (_Eca) null, doing so has no impact on the coefficients of the relevan

variables, or the estimates. Whan> 7', divide thek variables
which is0.01% ath = 1.5 andc¢g o1 = 2.65. Thus, itis un- into sub-blocks of smaller thafi/4 (say), settingy = 1/N
likely any\tvizo\ will be larger thanl.5¢,,. Problem (a) can be overall. The selected model retains the desired sub-set of
resolved by rejecting a theory when more than one ofithe theory-based variables at every stage, and only selectdteve
are retained, or when one is more significant thaa,, . putative irrelevant variables at a stringent significamsel.



4, Conclusion Johansen, S., and Nielsen, B. (2009). An analysis of theaadi

Model selection has had numerous critics from ‘data mining’ tor saturation estimator as a robust regression estimator.
in Lovell (1983) through Leeb and Potscher (2005). Yet the In Castle, a.r]d shephard (2009), pp. 1-36. .
key implication of the above analysis is that it is almosttcos L%b’_ H., and Potscher, B. M (2005). Model selection and
less to check large numbers of candidate exogenous vesiable inference: Facts and fictionEconometric Theory21,
when retaining a theory-based specification. The reterdfon 21-59.
the theory variables ensures that there is no selectiontbeer Lovell, M. C. (1983). Data miningReview of Economics and

parameters of interest, so that the distribution of theinestes Statistics 65, 1-12.

is unaffected by selection over the orthogonalized setoflea Wu, D. (1973). Alternative tests of independence between
dates. Under the null that all those candidates are irratetlze stochastic regressors and disturbanc&onometrica
parameters of interest are unaffected by the reparamtidriza 41, 733-750.

and therefore by selection.

Conversely, there are substantial benefits if the initiatdp
cation is incorrect, but the enlarged model nests the datarge
tion process. Thus, this variant of model selection is eitbst-
less or beneficial, even with endogenous variables and when
there are more potential variables than observations.
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5. Appendix: Retaining a valid theory with endogenous When an investigator includes an additional sek afandi-
variables date exogenous variables, consider the partial DGP:

When some of the right-hand side variables are potentially yr = B’z +~'wi + 1, (14)

endogenous, the theory model is still: x; = Iz + &,

/!

o =Fxete (10) wherevy, = 0, and thex; are retained. Sincg, = 0, when
wherex; is m x 1, ande; ~ 1ID[0,02], but nowe, is inde-  theX; = Iz, andw, are orthogonalized as in (4), from (14):
pendent of thes > m instrumental variables,, . .., z, where R
(m+n) < T. The partial DGP for the variablég;, x;) given v =0B'% +y'wi+n,+ 08 (é‘t - gt)
z; has the form: R
= 0%+~ (FZt + ﬁt) +e =3, % +~'0; +e (15)
Yt = BTz, + M

x; = Iz, + &, When (10) is the DGP, by orthogonality from (4):
where(n,, &,) arellD[0, ©2] with: /2 ( B, -8 )
2 ~
Q:(Jn ‘7;75) .o TR
oy Sk _ < T-! Zthl X%, T7! Zthl XUy )
-1 N~ -1 =y
and(n,, &,) isindependent ofy, .. ., z;, bute; = y; — B'x; = T2 WXy T0 50, Ul
n, — B'€, is correlated withx; asCov [xie:] = o¢,; — QeB. T-1/2 Zzll Rie:
Then instrumental variables estimation of (10) coincidigs w “\ 12 ZT_l fi,e,
t=

two-stage least squares (2SLS) and delivers:
T T -1, -1 (T_l ZtT:1 §tﬁ;) - T2 Zthl X¢et
B=08+ <Z xtzft) <Z m;) <Z ztx2> B (T‘l ST ﬁtﬁé)_l 71257 e,
t=1 t=1 t=1
T T -1 7 | [( 0 ) o2 ( 2;21 _01 )} (16)
" (Z thé) <Z thi> > e (11) 07T\ 0 By,
= = = Thus, the estimattﬁf+ in (16) is again identical to the estimator

B in (12), independently of the inclusion or exclusion of amy o
all of theu,.

1o

so that: R
T/ (B _ 50) BN, [0,02Q 7] (12)

where we assume:
. . . . 5.1. Assessing the validity of the instrumental variables
. 1 (1 / 1 / The validity of the instrumental variables and any addiion
Q= %’E{i <T t_zlxtzt> <T t_zl tht) (T t_zlztxt> candidate regressors can be checked by the usual Durbin—Wu—
Hausman test when the equation is over-identified (see Burbi
is positive definite. Let: 1954, Wu, 1973, and Hausman, 1978), testing against the most
. reliable instruments as the baseline. Alternatively, test re-

T 1 <& , liable instruments can be added to the theory-based equatio
(see Hendry, 2011), or the equation evaluated using thesupe
exogeneity test based on IIS in Hendry and Santos (2010).

and define:

ﬁt:ﬁzt with Et:Xt—ﬁt: (H—ﬁ)zt +£t7

then a 2SLS reformulation that is algebraically convenignt

yr = B'%e + e (13)
where N N
er = €t +ﬁ/£t =1 +/6/(€t - &)
so that
1 1 & -
lim — %6, = plim II— z( + '( — )):0
Pl 2 R = plin T 2w (s e

4



	DPforside1125
	HendryJohansen2011[1]

